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Chapter 1

Introduction

1.1 Motivation

Heart diseases are the principal cause of mortality in the modern society. Therefore it
is highly important to improve the understanding of the functioning of the heart, which
allows a physician to increase the efficiency of diagnostics and therapy as well as to reduce
its costs.

Recording of an electrocardiogram (ECG) means the registration of changes of electric
potential on the surface of the thorax. The form of ECG is defined by the electrical activity
of the heart. Changes in the cardiac function immediately lead to changes in ECG. That
is why ECG keeps its leadership in the everyday clinical practice as the main tool of
noninvasive registration of cardiac activity.

A large work has already been done to classify the ECGs of patients with different
heart disorders. This classification is essentially based on the empirical investigation of
typical patterns; specific electrophysiological processes within the myocardium responsible
for these patterns are usually left beyond detailed consideration.

Dealing with the relation between the cardiac activity (cause) and measured ECG
(effect), two major types of problems show up. The forward problem of electrocardiography
consists in the computation of an ECG from the given distributions of cardiac sources.
These distributions can be measured (e.g. epicardial potentials recorded on the surface
of the heart with a special sock containing a set of electrodes) or simulated employing a
cardiac model.

The subject of the inverse problem is the reconstruction of cardiac sources from a
given ECG. A large number of ECG channels is normally used, which increases the spatial
resolution of this method. The inverse problem can be linear (e.g. for reconstruction of
epicardial potentials or transmembrane voltages) or nonlinear (such as reconstruction of
isochrons). In the present work only linear inverse problems are considered.

Another important task of this work is the correct modeling of cardiac activity. The
optimization of the personalized cardiac model of a patient to fit his (or her) measured
ECG can also be considered as a solution of the inverse problem. Such a model could
provide valuable clinical information about the processes taking place in the heart of the
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patient and to forecast possible arrhythmias (e.g. fibrillation).

1.2 Structure of the Thesis

This work has the following structure. Chapters 2-5 are devoted to the state of the art in
the field of cardiac modeling and the inverse problem of electrocardiography. In chapter 2
the medical background is considered. Chapter 3 provides a short description of modern
methods of electrophysiological cardiac modeling. In chapter 4 it is described, how an ECG
produced by a given cardiac model can be computed. Chapter 5 is devoted to the solution
of the inverse problem of electrocardiography.

In chapters 6 and 7 the methodology of this work is described. Chapter 6 is devoted
to the acquisition of the patient-specific data and the development of an anatomical model
of the patient, as well as the processing of the ECG. In chapter 7 the development and
customization of a personalized model of the patient’s heart is considered.

Chapters 8 and 9 contain the results obtained in the course of this work. In Chapter
8 the modeling results are shown. Chapter 9 contains the reconstruction results obtained
from the solution of the inverse problem.

The results are summarized and discussed in Chapter 10, in this chapter also the per-
spectives of the future work are described.



Chapter 2

Medical Background

2.1 Anatomy of the Heart

The human heart is a hollow organ located in the chest between the lungs behind the
sternum. Its weight is typically between 250 and 300 g [12]. The walls of the heart consist
of cardiac muscle tissue, the myocardium. The function of the heart is to pump the blood
through the body, thus enabling the transportation of nutrient materials as well as oxygen
to the organs.

The blood circulation system consists of two main parts. The pulmonary circulation
carries the blood to the lungs, where it is saturated with oxygen. The systemic circulation
is responsible for the transportation of blood saturated with oxygen throughout the body.

The anatomy of the heart is strongly connected with this structure of the circulation
system [13]. The human heart is shown in figure 2.1. The two major chambers of the
heart are the right and left ventricles. The right ventricle has a larger volume than the
left one, but its walls are much thinner (around 4 mm). The right ventricle pumps the
venous blood, which is poor with oxygen, through the pulmonary valve into the left and
right pulmonary arteries. These arteries carry the blood to the lungs, where the blood
is saturated with oxygen. Afterwards the blood is passing through the left atrium and
reaches the left ventricle. The left ventricle has a relatively thick wall (normally about 10
mm in the diastolic phase [14]), thus producing a high pressure of around 140 mmHg. It is
responsible for pumping of arterial blood, which is rich with oxygen, throughout the body.

Each ventricle has an atrium, a smaller chamber that works as a secondary pump to
fill up the ventricle with blood. The atria are separated from the ventricles with the mitral
(left) and tricuspid (right) valves, which prevent the inversion of the blood flow. The valves
are supported with papillary muscles.

The coronary vessels supply the ventricular myocardium with blood. An interruption
of the blood inflow results in the damage of myocardial tissue due to the oxygen shortage,
thus causing myocardial infarction [15].

The anisotropy of ventricular myocardium is caused by the prolate form of individual
myocytes, which are interconnected into an oriented structure (see figure 2.2). The fiber
orientation is defined mainly by the helix angle – the angle between the fiber orientation
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Figure 2.1: Anatomy of the heart [1]
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Figure 2.2: Crossection of the ventricular wall of a rat. The fiber twist is clearly visible
[2].

and equatorial direction of the heart in a plain parallel to the endocardial surface (α1 in
figure 2.3).

According to the measurements of Streeter in [16, 3], in the human left ventricle the
helix angle changes from +55◦ in the subendocardial layer to −75◦ in the subepicardial
tissue. Also the electrophysiological properties of myocardial cells are changing across the
ventricular wall – see section 2.3.

2.2 Electrophysiology of the Heart

The heart contains two types of muscle cells: those producing and transferring the elec-
trical excitation as well as those reacting on the excitation with contraction [17]. The
excitation triggering the cardiac contraction is generated within the heart, thus assuring
an autonomous heart function.

The activation is normally generated in the sinoatrial node (SA-node), afterwards prop-
agating through both atria to the atrioventricular node (AV-node). The AV-node acts as a
secondary pacemaker if the SA-node does not function or its impulses are blocked. After-
wards the excitation conduction system (right and left Tawara bundles as well as Purkinje
fibers) carries the excitation to the ventricular myocardium. All sections of the excitation
conduction system possess the ability to generate the excitation, but the frequency of this
autorhythmia is much smaller than that of the sinus node.

The myocytes forming the atrial and ventricular myocardium are coupled through gap
junctions, thus being able to transfer the activation from cell to cell. Therefore the exci-
tation appearing somewhere in the heart can be transferred throughout the myocardium
leading to the contraction of the whole heart (the so-called ”all-or-nothing” contraction).

The electrophysiological state of myocardial cells is characterized by their transmem-
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Figure 2.3: Definition of helix angle α1 defining the fiber orientation in the ventricle wall
[3].

brane voltage (TMV), meaning the potential difference between the intra- and extracellular
spaces:

Vm = ϕi − ϕe. (2.1)

At rest the TMV of the myocytes is equal to −80 mV . Once the activation front arrives,
the flow of different ions through the cell membrane leads to the rapid change of the TMV
up to +20 mV . The activation propagation throughout the ventricles corresponds to the
QRS-complex of ECG. After the depolarization follows the plateau phase, which means
that the TMV stays more or less constant. During this phase the mechanical contraction of
the heart takes place. Afterwards the repolarization phase comes, during which the TMV
changes back to −80 mV . This phase is reproduced by the T-wave of ECG. After the
electrical relaxation follows also the mechanical relaxation of the heart.

The change in TMV after the activation of excitable cell is called action potential.
Different tissues of the heart possess different action potential curves. A short summary
on the forms of action potential as well as the sequence of cardiac activation is shown in
figure 2.4.



2.3 Dispersion of Action Potential Duration 7

Figure 2.4: Action potential curves in different tissues of the heart. The segments of the
ECG curve defined by each cardiac tissue are shown with corresponding colors [4].

2.3 Dispersion of Action Potential Duration

The T-wave represents the relaxation phase of the cardiac cycle. Its form is defined mostly
by the inhomogeneity of the action potential duration (APD) within the myocardium. The
transmural dispersion, the base-apex dispersion as well as the interventricular dispersion
of the APD within the myocardium are mostly considered [18].

The transmural heterogeneity of the APD has already been well studied [19, 20, 5].
Three different cell types are recognized within the ventricular wall: epicardial, midmy-
ocardial (M-cells) and endocardial cells. The M-cells possess the longest APD of about 420
ms, whereas the APD for the endo- and epicardial cells is significantly shorter (about 290
ms, see figure 2.5) [5]. The electrical coupling of the cells decreases this dispersion [21],
a further decrease can be caused by several anesthetics [20]. This kind of dispersion has
been reproduced by various myocardial cell models [22, 23].

The base-apex APD dispersion has been detected for different mammalian hearts, such
as dogs [24], guinea pigs [25], pigs [26] etc. The APD gradient orientation was different
for different species. In the case of guinea pigs the apex to base APD dispersion has been
shown to decrease with the increasing heart rate [27].

APD dispersion of left vs. right ventricle of the canine heart has not been detected, but
still the Ito1-mediated action potential notch is larger in the right ventricular epicardium
than in the left one [28]. In [29] the Ito1 and IKs currents are also shown to be larger
in right than in left ventricular M-cells. These currents are normally responsible for the
decrease of APD. It also follows from [5] and [30], that human mean epicardial Ito in the
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Figure 2.5: Action potential curves measured on myocytes isolated from subepicardial
(A), midmyocardial (B) and subendocardial (C) layers of the right ventricle of a human
heart [5]. The curves were measured for different excitation frequencies (0.5, 1 and 2 Hz).

right ventricle is 88% of its value in the left ventricle whereas only marginal difference has
been detected for endocardium [31].

A method for estimation of the myocardial APD dispersion was described in [32, 33].
The inverse problem of electrocardiography is solved in order to reconstruct the isochrons
of de- and repolarization fronts on the surface of the heart. This approach is based on
an equivalent surface source model introduced in [34]. Under the assumption, that the
conductivity anisotropy ratio in intra- and in extracellular space of the myocardium are
equal, the ECG is fully defined by the excitation and relaxation of the cardiac surface.
On the contrary, this equality is not confirmed by measurements [35]. It is shown by the
author of this thesis in [36], that the unequal anisotropy ratio of conductivity in intra- and
extracellular spaces of the bidomain enables the M-cells to contribute to the form of the
ECG. Thus the method of inverse problem solution based on the equivalent surface sources
needs to be validated both theoretically and clinically.

2.4 Cardiac Diseases: Infarction and Heart Blocks

2.4.1 Myocardial Infarction

A plug in a coronary artery or one of its branches supplying the ventricular myocardium
with blood results in myocardial infarction (MI) [15]. MI in the right ventricle or in the
atria are extremely seldom. As a result of this plug, the ventricular myocardium will
show a deficiency of oxygen. The acidification of myocardial tissue with the end products
of metabolism, which cannot be carried away by the blood, results in ischemia. The
myocardium in the affected area looses its ability to contract, an infarction scar appears
(see figure 2.6).

Myocardial infarctions are subdivided into two major categories. Transmural infarctions
affect the whole depth of myocardium. The QRS-complex changes its shape strongly. Due
to the pathological shape of the Q-wave, this type of infarction is often called Q-wave
infarction.
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Figure 2.6: Development of an infarction scar. The upper figure shows the site of
possible infarction scar due to the closure of a coronary artery. The bottom figures show
the development of necrotic tissue with the time [6].
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Figure 2.7: Time course of the specific impedance of infarcted myocardium measured at
1, 5 and 15 kHz during the first 4 hours after coronary occlusion [7].

Non-Q-wave infarctions do not normally expand to the whole depth of myocardium
and thus cause only minor changes to the shape of the QRS-complex. Such infarctions can
be diagnosed by the changes in ST-segment and in the T-wave. This kind of infarction can
be subdivided into subendocardial and subepicardial.

A change of extracellular conductivity in ischemic as well as infarcted myocardium was
reported in [7]. An artificial infarction was introduced by a ligation of a coronary artery
in a sheep, afterwards the change of the specific impedance of affected myocardial tissue
with time was registered. According to these measurements, the specific impedance of the
ventricular tissue was increasing during the first 60 minutes after coronary occlusion by
200%, afterwards it started decreasing, ending up at 56% of that in non-infarcted region
by the end of the 2nd week. The time course of the average specific impedance of infarcted
myocardium during the first 240 minutes after coronary occlusion is shown in figure 2.7.

2.4.2 Bundle Branch Blocks

Due to various pathologies different branches of the excitation conduction system can be
blocked. If the block is located right after the AV-node, the excitation cannot reach the
ventricles, thus the cardiac contraction is completely disabled. Another possibility is a
block of the left or right Tawara bundles, which is called left and right bundle branch
block, correspondingly (see figure 2.8).

In the case of a right bundle branch block, the left ventricle is excited first, afterwards
the excitation has to pass the septum in order to reach the right ventricle. Normal physi-
ological excitation of the right ventricle is disabled. Such pathology leads to dyssynchrony
of the cardiac contraction, which furthermore results in the decrease of ejection fraction
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Figure 2.8: Atrio-ventricular bundle branch block (left) and left bundle branch block
(right). In the first case excitation does not reach the ventricles. In the second case the
left ventricle is excited only through the right ventricular excitation [8].

and arterial pressure [37].
Correspondingly, left bundle branch block results in the pathological excitation sequence

of the left ventricle, which also decreases the ejection fraction.
The bundle branch blocks can be complete, fully isolating a part of excitation conduc-

tion system from the pacing tissue, and incomplete, introducing a significant delay into
excitation propagation.

The ECG of a patient with a bundle branch block is characterized by a QRS-complex
with the duration of more than 0.12 s and complicated form due to the asynchronous
depolarization of the ventricles [38].
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Chapter 3

Cardiac Modeling

3.1 Modeling the Anatomy of the Heart

The anatomical model of the heart is created using MRI or CT data sets. In the course of
segmentation the tissues are classified and their borders are determined. A typical result
of segmentation is shown in figure 3.1. A tissue class index is assigned to each significant
organ afterwards, corresponding to a single record in the list of electrical and mechanical
properties of the tissue.

Several segmentation methods were implemented at the Institute of Biomedical En-
gineering, Universität Karlsruhe (TH) originally in order to perform the segmentation of
Visible Man [39] and Visible Female [40, 41] data sets. These methods are considered in
this section.

Region Growing

Region growing is one of the most simple ways to extract a single organ out of the MRI
data set. It is based on the fact that the voxels corresponding to the same organ possess
(approximately) the same gray scale values and are interconnected. Thus one can select a
range of interest, to which the gray scale values of the needed organ belong. Then a seed
point within the organ is selected by the user. The algorithm checks, if the gray value of
this voxel is within the range. If the voxel fits, a region of selection is created. Then all
the neighboring voxels of the region are checked recursively, expanding the selection to the
voxels which fit into the range. The process ends when all the neighboring voxels of the
selected region have the gray values outside the range of interest [42].

In order to reduce the pixel noise of the MRI scans, median filtering was applied before
segmentation.

The benefits of this segmentation method are relative simpleness of implementation and
high level of automaticity. To its disadvantages belongs the instability of the method: if
the organ being segmented has a neighboring organ with similar gray values, both organs
will be selected together. If the organ of interest has two neighbors, one of them being
”brighter” and the other ”darker”, then the voxels belonging to the border zone between



14 Cardiac Modeling

Figure 3.1: Anatomical model of the patient’s thorax resulting from the segmentation
of an MRI data set. Lungs, heart, liver, spleen and kidneys are shown. The segmentation
was performed using the deformable triangle meshes technique (see section 3.1).

them can also have the same gray values, so the algorithm will also select them.

Deformable Triangle Meshes

Another method to perform the segmentation of a data set is to create triangle meshes
reproducing the borders of the organs. There are two approaches, manual and automatic
segmentation. In both cases an original mesh of a primitive form is created, normally a
sphere, cylinder or plane. Then, in the course of manual segmentation, the user pushes
and pulls different parts of the mesh in order to fit it to the borders of the segmented
organ. The radial-basis-function-transformation is applied in order to perform a smooth
deformation of the mesh in 3-dimensional space [43, 44]. The neighborhood relations in
the surface mesh are taken into account.

Automatic segmentation is usually performed using so called ”snakes” in 2D and triangle
meshes representing ”balloons” in 3D. The segmentation process consists in the minimiza-
tion of a user-defined energy term by the deformation of the contour, until the best possible
correspondence between the contour and the surface of the segmented organ is achieved.
Several approaches were implemented and extended at the Institute of Biomedical Engi-
neering, Universität Karlsruhe (TH), including ”active contours” [45, 46] and ”active shape
models” [47, 48, 49].
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3.2 Classification of Electrophysiological Cardiac
Models

There exist several approaches to create a model of cardiac electrophysiology. Basically
they can be subdivided into two main categories: mono- and bidomain modeling as well
as rule-based modeling. The former considers the heart to consist of two subspaces, extra-
and intracellular, being separated with the cell membrane. The membrane contains ion
channels which allow ions of certain types to pass through it. The conductivity of ion chan-
nels changes according to the potential difference between the subspaces (transmembrane
voltage – TMV). Thus a large amount of differential equations must be solved in order to
simulate electrophysiology of myocardium. This task requires huge computational efforts,
strong parallelization and large volumes of memory, but leads to very precise results.

Rule-based modeling, on the other hand, considers the excitation of small patches
of ventricular tissue based on certain rules ignoring the nature of this excitation. These
patches possess relatively large size (typically 1×1×1mm3), thus the memory consumption
is moderate. The action potential curve, refractory times and excitation conduction velocity
are not computed in the course of modeling, but selected from a database according to
certain criteria. Thus the calculation time decreases dramatically (several minutes against
several days for the bidomain models on a single workstation), which allows for the use
of cardiac modeling in everyday clinical practice. Due to the relative simplicity of this
approach, several cardiac models based on this principle have been developed [50, 51, 52,
53, 54, 55].

Both approaches have been implemented at the Institute of Biomedical Engineering,
University of Karlsruhe (TH). In this work, bidomain models were used to generate the
rules, which were afterwards employed by the rule-based cardiac model. In the following
sections this collaboration is discussed in more detail.

Lately a hybrid between these two approaches is gaining relevance. A significantly
simplified cell model like e.g. FitzHugh-Nagumo [56] coupled with a monodomain model
can also lead to realistic results within a short time. Such approach would be especially
effective for the modeling of arrhythmias.

3.3 General Scheme of Myocardial Cell Models

The first quantitative model of an excitable cell was proposed by Hodgkin and Huxley in
[9]. They considered the cell membrane as an electrical circuit containing a capacity and
three resistances plugged in parallel (see figure 3.2). The resistances were defined for the
currents of sodium and potassium ions flowing through the corresponding ion channels, as
well as for a small ”leakage current” made up by chloride and other ions. The resistance
for the latter current was considered to be constant, whereas the former two resistances
were changing with the transmembrane voltage.

The total current through the cell membrane can be written as
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Figure 3.2: The Hodgkin-Huxley representation of the cell membrane. Here Im represents
the transmembrane current, Φi and Φe are the intra- and extracellular potentials, with
transmembrane voltage: Vm = Φi − Φe. INa, IK and IL represent the sodium, potassium
and leakage currents, RNa, RK and RL – corresponding resistances and VNa, VK and VL -
corresponding Nernst potentials. CM is the capacitance of the cell membrane.

I = CM · dVm

dt
+ INa + IK + IL, (3.1)

where I is the overall current through the cell membrane, CM is the capacitance of the
cell membrane, Vm is the transmembrane voltage (TMV), INa, IK and IL represent the
sodium, potassium and leakage currents, correspondingly.

The ionic currents through the membrane can be computed by

INa = gNa · (Vm − VNa), (3.2)

IK = gK · (Vm − VK), (3.3)

IL = gL · (Vm − VL), (3.4)

where VNa, VK and VL are the Nernst potentials for sodium, potassium and ”leakage”
ions [12], which are defined by the difference of concentration of the ion types inside and
outside the cell, and gNa, gK and gL are the corresponding conductivities. The latter are
defined by the fraction of opened channels for each type of ions. They change according to
first order differential equations. The rate constants of these differential equations depend
on the TMV.

This model is able to correctly describe the excitation of an axon. The response of the
cell to external excitations of different amplitudes (below or above the threshold) is shown
in figure 3.3. Modern cell models reported in the literature are listed in table 3.1. They are
specific for different types of excitable cells and different species (animals or human) and
take into account much more types of ion channels in the membrane. All these cell models
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Year Author Specimen Species
1962 Noble [60] Purkinje fiber -
1975 McAllister, Noble, Tsien [61] Purkinje fiber -
1977 Beeler, Reuter [62] Ventricular myocardium Mammalian
1980 Yanagihara, Noma, Irisawa [63] Sinoatrial node Rabbit
1982 Bristow, Clark [64] Sinoatrial node Rabbit
1983 Bristow, Clark [65] Sinoatrial node Rabbit
1984 Noble, Noble [66] Sinoatrial node Rabbit
1985 DiFrancesco, Noble [67] Purkinje fiber Mammalian
1987 Hilgemann, Noble [68] Atrial working myocardium Rabbit
1990 Earm, Noble [69] Atrial working myocardium Rabbit
1991 Luo, Rudy [70] Ventricular myocardium Mammalian
1994 Luo, Rudy [71, 72] Ventricular myocardium Guinea-pig
1994 Demir, Clark, Murphey, Giles [73] Sinoatrial node Rabbit
1996 Dokos, Celler, Lovell [74] Sinoatrial node Mammalian
1996 Lindblad, Murphey, Clark, Giles [75] Atrial working myocardium Rabbit
1996 Demir, O’Rourke, Tomaselli, Mar-

ban, Winslow [76]
Ventricular myocardium Rabbit

1998 Courtemanche, Ramirez, Nattel [77] Atrial working myocardium Human
1998 Nygren, Fiset, Firek, Clark, Lind-

blad, Clark, Giles [78]
Atrial working myocardium Human

1998 Jafri, Rice, Winslow [79] Ventricular myocardium Guinea-pig
1998 Noble, Varghese, Kohl, Noble [80] Ventricular myocardium Guinea-pig
1998 Priebe, Beuckelmann [81] Ventricular myocardium Human
1999 Demir, Clark, Giles [82] Sinoatrial node Rabbit
1999 Winslow, Rice, Jafri, Marbán,

O’Rourke [83]
Ventricular myocardium Canine

2000 Ramirez, Nattel, Courtemanche [84] Atrial working myocardium Canine
2000 Zhang, Holden, Kodoma, Honjo,

Lei, Varghese, Boyett [85]
Sinoatrial node Rabbit

2001 Boyett, Zhang, Garny, Holden [86] Sinoatrial node Rabbit
2001 Pandit, Clark, Giles, Demir [87] Ventricular myocardium Rat
2001 Puglisi, Bers [88] Ventricular myocardium Rabbit
2002 Kneller, Ramirez, Chartier, Courte-

manche, Nattel [89]
Atrial working myocardium Canine

2002 Kurata, Hisatome, Imanishi,
Shibamoto [90]

Sinoatrial node Rabbit

2002 Bernus, Wilders, Zemlin, Ver-
schelde, Panfilov [91]

Ventricular myocardium Human

2004 Lovell, Cloherty, Celler, Dokos [92] Sinoatrial node Rabbit
2004 Ten Tusscher, Noble, Noble, Pan-

filov [22]
Ventricular myocardium Human

2004 Iyer, Mazhari, Winslow [93] Ventricular myocardium Human

Table 3.1: Cell models describing different cardiac tissues for different species [58]
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Figure 3.3: Upper curves: solutions of eq. 3.1 for initial depolarizations of 90, 15, 7 and
6 mV (calculated for 6�). Lower curves: tracings of membrane action potentials recorded
at 6� from an axon [9].

have been implemented at the Institute of Biomedical Engineering, Universität Karlsruhe
(TH) [57, 58, 59].

Another important factor taken into account by recently published bidomain models is
the transmural dispersion of action potential duration [22, 23]. Research is currently per-
formed to implement also the apico-basal and interventricular dispersions of the membrane
properties.

3.4 Cellular Automaton

A cellular automaton based model of the heart used in the present work belongs to the
rule-based heart models. This model does not consider the interaction between the intra-
and extracellular spaces in order to simulate the excitation propagation. Instead, a set
of rules is defined for this propagation. The action potential curves are not computed
”on-the-fly”, but rather chosen from a predefined library. Thus a high performance and
low memory consumption are assured, although the method is by far not as flexible as the
bidomain methods.

A cellular automaton is applied to simulate the excitation propagation throughout the
heart. If a voxel is depolarized, under certain conditions the neighboring voxels get excited
as well. A voxel is considered as neighboring to a given one, if they have a common face
or if they are connected with a segment of the excitation conduction system.

The excitation is conducted between the voxels if the following conditions are met:

1. Both voxels are excitable.

2. Both voxels belong to the same tissue or to tissues, between which the excitation
conduction is allowed. For example, the direct conduction of excitation from atria to
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ventricles and vice versa is forbidden. On the contrary, the excitation propagation
between Purkinje fibers and ventricular myocardium is allowed.

3. The voxel receiving the excitation should not be already excited. In other words, the
myocardial tissue within the voxel should not be in refractory state.

For a normal heart beat, the excitation starts in the AV-node with a given frequency
defining the heart rate. Afterwards the excitation propagates through the excitation con-
duction system and reaches the ventricular myocardium. There the excitation propagation
continues according to conditions described in section 3.5. The TMV distributions corre-
sponding to a normal heart beat are shown in figure 7.8.

An extrasystolic beat can be modeled by introduction of a spontaneous excitation some-
where in the myocardium. Then the excitation is conducted through the myocardium until
it reaches the excitation conduction system. Afterwards the excitation is spread over the
endocardium by the conduction system. So the ”all-or-nothing” principle (see chapter 2)
is fulfilled independently from the origin of excitation. The TMV distributions for an
extrasystolic heart beat are shown in figure 7.10.

The cellular automaton computes the distributions of TMV with the step of 0.1 ms,
after each 4 ms the TMV distribution is saved on disk.

3.5 Electrophysiological Properties of Myocardial Tis-
sue

The voxels of the anatomical heart model described in section 7.1 are characterized by
several values defining their electrophysiological properties and excitation behavior. These
values are listed and characterized in this section.

3.5.1 Tissue Class

The main property of each voxel is its tissue class. This is an integer value between 0 and
255, which is used as a key in several tables defining

� the electrical conductivity and magnetic permeability of the voxel;

� its mechanical properties;

� its response to external stimulation.

The electrical conductivity of each tissue class was taken from the literature [35, 94].
The relative magnetic permeability was assumed to be 1 for all tissue classes. Excitable
tissues are characterized by their extra- and intracellular conductivities σe and σi; these
values are used to solve the bidomain equations (see chapter 4).

The response of a voxel to external stimuli is described by the following characteristics:
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1. The excitability of the tissue;

2. A set of action potential curves corresponding to different stimulation frequencies as
well as to different refractory states of the voxel;

3. Excitation conduction velocity (isotropic and/or anisotropic) and refractory times for
different stimulation frequencies and refractory states;

4. A list of tissues, to which the excitation is allowed to be conducted;

5. Automaticity determining the frequency of autostimulation.

The voxels that are not excitable are ignored by the model and do not contribute to
the generation of ECG. It should be noted although, that ”excitable” voxels might also be
unable to depolarize (see section 7.4).

3.5.2 Other Characteristics

A float value between 0 and 1 defines the location of the voxel within the ventricle wall, with
0 corresponding to the endocardial and 1 to the epicardial surface. This value is defined
only for the ventricular myocardium. It is used to emulate the transmural dispersion of
action potentials. A set of 97 action potentials for different layers is created (see section
7.3). An additional application of this information is to modify the infarction area (see
section 7.4).

Another float value is used to modify the behavior of ventricular myocardium neighbor-
ing to the area of myocardial infarction. It contains the factor by which the amplitude of
action potential, excitation conduction velocity and action potential duration in the given
voxel is multiplied. The modeling of infarction is described in Section 7.4 in more detail.



Chapter 4

Forward Problem of
Electrocardiography

4.1 Formulation of the Forward Problem

The forward problem of electrocardiography consists in the computation of the body surface
potential map (BSPM) corresponding to a given distribution of transmembrane voltages
within the heart. The main applications of the forward problem are:

� Investigation of the influence of electrophysiological properties (such as geometry,
conductivity, anisotropy etc) of various tissues on the resulting ECG;

� Validation of the results obtained from the electrophysiological heart models (see
Chapter 3);

� Optimization of the ECG measurements (e.g. electrode locations);

� Computation of the transfer matrix for the inverse problem of electrocardiography.

The Poisson equation describes the relation between the impressed current sources
within the myocardium and the potential distributions within the volume conductor rep-
resenting the patient’s torso. As the ECG of the patient does not contain frequencies
exceeding 1 kHz, the impedance of the torso is to an excellent approximation just resistive,
and the phase shift of the bioelectrical field on its way from the heart to the body surface
is negligible. Thus the problem is quasi-stationary. This means, that the distribution of
potentials within the torso at a given time instant depends only on the distribution of
cardiac sources at the very time instant. Furthermore, the problem is linear, which means
that the potentials caused by a set of cardiac sources is equal to the sum of potentials
caused by each of these sources [34].

In the present work the transmembrane voltages obtained from the cellular automaton
heart model were interpolated on the tetrahedron mesh of the volume conductor repre-
senting the anatomical torso model. Afterwards the bidomain approach was employed to
compute the distribution of the extracellular potentials within the thorax.
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As the human thorax has a complicated geometry, it is quite difficult to perform the
computations directly. There are two possible ways around this problem. First, the geo-
metry can be reduced to some primitive shape (like in the eccentric spheres model [95]).
Another approach is to discretize the geometry into homogeneous subdomains and employ
the computational methods to solve the problem.

In this work, the finite element method [96] is utilized. The volume conductor is subdi-
vided into tetrahedral elements each containing some homogeneous tissue. The size of the
elements can be varied in different subdomains of the solution domain, with the average
size of 2 mm within the ventricular myocardium and of circa 10 mm within the lungs.
Thus an efficient memory consumption and a reduced computation time are assured.

The main complication of this approach consists in the generation of high-quality un-
structured tetrahedral grids which is by itself an important area of research [97].

4.2 Bidomain Model

The bidomain model is a macroscopic way to consider the cellular electrophysiology of the
cardiac tissue. The myocardial region is subdivided into spatially coinciding intra- and
extracellular subspaces, each possessing its own potential distribution and conductivity
tensor. These values are described by the following system of equations:

∇ · (σi∇ϕi) = βIm, (4.1)

∇ · (σe∇ϕe) = −βIm, (4.2)

where σi and ϕi are the conductivity tensor and the potential in the intracellular space,
σe and ϕe correspond to the extracellular space and β is the membrane surface-to-volume
ratio. The conductivity tensors σe and σi for the anisotropical tissues (e.g. ventricular
myocardium) are defined in the coordinate system based on the fiber orientation as:

σe =

 σe,l 0 0
0 σe,t 0
0 0 σe,t

 (4.3)

and

σi =

 σi,l 0 0
0 σi,t 0
0 0 σi,t

 . (4.4)

Here σe,l and σi,l denote the extra- and intracellular conductivities along the fiber di-
rection (longitudinal), whereas σe,t and σi,t represent the corresponding conductivities per-
pendicular to this direction (transversal). The ratio between longitudinal and transversal
conductivities in each subspace is called anisotropy ratio in that subspace.

The transmembrane current density Im consists of a capacitive part (displacement cur-
rent), the ionic currents and the imposed stimulation current [98].
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Adding equations (4.1) and (4.2) and considering ϕi = ϕe + Vm, where Vm is the
transmembrane voltage, we obtain the dependency between the extracellular potential and
the transmembrane voltage:

∇ · ((σi + σe)∇ϕe) = −∇ · (σi∇Vm) . (4.5)

The bidomain area can be extended to the whole volume conductor, with σi = 0 for
the region outside of the active tissue. Thus we guarantee that ϕe is continuous across
the boundary of the myocardium, and the normal component of the intracellular current
vanishes on this boundary.

If the overall conductivity of the bidomain (σi +σe) is replaced with σ, the extracellular
potential ϕe with ϕ and the impressed current source density ∇· (σi∇Vm) with f , then the
Poisson’s equation is obtained:

∇ · (σ∇ϕ) = −f in Ω, (4.6)

where Ω is a finite domain of the volume conductor. Its boundary Γ consists of two
parts: Γ1, where the zero reference potential is defined (Dirichlet boundary condition), and
Γ2, the boundary between the thorax and the air, where Neumann boundary conditions
are applied:

ϕ = ϕD on Γ1, (4.7)

(σ∇ϕ) · n = 0 on Γ2. (4.8)

The problem (4.6-4.8) can be written in the variational form: find a function ϕ such
that the functional

I(ϕ) =
1

2

∫
Ω

[(σ∇ϕ) · ∇ϕ− 2fϕ] dv (4.9)

is stationary, and the Dirichlet boundary conditions (4.7) are satisfied.
The Rayleigh-Ritz method can be used to solve this variational problem. The method

consists in the expansion of a function ϕ(x, y, z) as a linear combination of basis functions
ψ0, ψ1, ψ2, ..., ψn. These functions should be linearly independent and form the full system
on the region where the functional (4.9) is defined [99].

The function ψ0 is chosen to satisfy the Dirichlet boundary conditions on Γ1, whereas
the rest of the basis functions are chosen to be zero on Γ1 [11]. Thus the approximate
solution of the problem (4.9, 4.7) can be written as

ϕ̃ = ψ0 +
n∑

i=1

aiψi. (4.10)

Substituting (4.10) into (4.9), we obtain the functional I(ϕ) depending only on the un-
known coefficients ai, with i = 1..n. This functional is stationary if the following conditions
are satisfied:
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∂I

∂ai

= 0, i = 1, 2, ..., n. (4.11)

With this respect, a system of n linear equations can be built in order to find the
unknown coefficients ai:

n∑
j=1

(∫
Ω

(σ∇ψi)∇ψjdv

)
aj +

∫
Ω

[(σ∇ψi)∇ψ0 − fψi]dv = 0,

i = 1, 2, ..., n.
(4.12)

By solving this system the coefficients ai for the solution (4.10) can be found. The
Dirichlet boundary conditions are satisfied due to the choice of functions ψi, and the
Neumann boundary conditions are satisfied as they are included into the formulation (4.9).

4.3 Discretization of the Solution Domain

As it was mentioned in section 4.1, a tetrahedral unstructured grid is created upon which
the forward (and inverse, see Chapter 5) calculations are performed. For each tetrahedron

4 linear element shape functions N
(e)
i are defined, one for each node. These functions have

the value 1 on the corresponding node, and 0 at the other nodes of the tetrahedron [96]:

N
(e)
i =

{
1, i = j
0, i 6= j.

(4.13)

Another important property of the functions N
(e)
i is the following: the sum of these

functions is equal to 1 at each point of the tetrahedron:

4∑
i=1

N
(e)
i (~r) = 1 ∀ ~r ∈ Ω(e), (4.14)

where Ω(e) is the space occupied by the tetrahedron.
Let’s now consider a single node of the mesh. It builds up several tetrahedra. If we

sum up the element shape functions of this node in all these tetrahedra, we obtain a linear
node shape function Nk for this node (see figure 4.1), where k is the index of the node,
k = 1..n, with n being the number of nodes in the grid.

Thus, the distribution of potentials within the volume conductor can be approximately
represented by

ϕ̃ =
n∑

k=1

ϕkNk, (4.15)

where ϕk is the electrical potential on the node k. As the node shape functions Nk are
linearly independent, and comprise the full set of functions in the domain Ω, functions ψk

in the equation (4.12) can be replaced by Nk:
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Figure 4.1: Finite element approximation of a function ϕ in a one-dimensional domain
(a). Node interpolation functions Nk serve as a basis for the approximation (b). They are
constructed as a superposition of the element interpolation functions (c) [11].
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n∑
j=1

∫
Ω

(σ∇Ni)∇Njdv

ϕj −
∫
Ω

fNidv = 0, i = 1, 2, ..., n. (4.16)

Considering the integrals
∫

Ω
(σ∇Ni)∇Njdv as the elements of the system matrix S ∈

Rn×n, and
∫

Ω
fNidv as the elements of the vector of sources ~b ∈ Rn, the equation 4.16 can

be reduced to the form

S~ϕ = ~b. (4.17)

The computation of the elements of S and ~b is described in [96, 11]. The system matrix
here is sparse, because ∇Ni is 0 at all nodes except the i-th one and its neighbors. It is
also positive definite, which means that ξT · Sξ > 0 ∀ ξ ∈ Rn. And, finally, the matrix is
symmetric.

4.3.1 Handling the Dirichlet Boundary Conditions

Equation (4.17) can be reduced by taking the Dirichlet boundary conditions into account.
Let ϕk = Φk be the Dirichlet boundary condition set at the node k. This condition can be
included into the equation (4.17) by setting the element skk of the matrix S to 1, the rest
of the elements in the kth row to 0, and bk to Φk:

s11 s12 . . . s1k . . . s1n

s21 s22 . . . s2k . . . s2n
...

...
. . .

...
...

0 0 . . . 1 . . . 0
...

...
...

. . .
...

sn1 sn2 . . . snk . . . snn





ϕ1

ϕ2
...
ϕk
...
ϕn


=



b1
b2
...

Φk
...
bn


. (4.18)

To preserve the symmetry of the system matrix, the none-diagonal elements of the kth
column were also set to 0:

s11 s12 . . . 0 . . . s1n

s21 s22 . . . 0 . . . s2n
...

...
. . .

...
...

0 0 . . . 1 . . . 0
...

...
...

. . .
...

sn1 sn2 . . . 0 . . . snn





ϕ1

ϕ2
...
ϕk
...
ϕn


=



b1 − s1kΦk

b2 − s2kΦk
...

Φk
...

bn − snkΦk


. (4.19)

After the insertion of boundary conditions the system matrix remains positive definite
[100].
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4.3.2 Computation of the Source Term

The source term f in equation (4.16), representing the impressed current density, is usually
unknown. Therefore the computation of this term from the given distributions of TMV is
needed, with f = ∇ · (σi∇Vm). Let’s get rid of misleading indices, replacing Vm with V
and σi with σ̃. Then the source term in (4.16) can be computed as follows:

I =

∫
Ω

∇ · (σ̃∇V )Nidv. (4.20)

According to the divergence theorem, equation (4.20) can be re-written as

I =

∮
Γ

∇ · (σ̃∇V )Nids−
∫
Ω

· (σ̃∇V )∇Nidv. (4.21)

As the intracellular conductivity σ̃ = 0 outside of the myocardial tissue, and the trans-
membrane voltage is constant in the tissues surrounding the heart (∇V = 0), the inte-
gration domain can be extended on the whole volume conductor, and the first integral in
(4.21) is obviously equal to zero:

I = −
∫
Ω

· (σ̃∇V )∇Nidv. (4.22)

The TMV V can be re-written in terms of node interpolation functions like in equation
(4.15):

V =
n∑

j=1

VjNj. (4.23)

Therefore, taking the symmetry of the conductivity tensor into account, (4.22) can be
transformed to

I = −
n∑

j=1

∫
Ω

(σ̃∇Ni)∇Njdv

Vj. (4.24)

Thus the computation of the source term ~b consists in the multiplication of the TMV
values on the nodes of the mesh ~V with the matrix

S̃ij =

∫
Ω

(σ̃∇Ni)∇Njdv, (4.25)

the elements of which are computed analogously to those of the system matrix in (4.16).
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4.4 Solution of the Forward Problem

Previous sections described the transformation of Poisson’s problem (4.6-4.8) to a system
of linear equations of the form

S · ~ϕ = ~b, (4.26)

where S ∈ Rn×n is the system matrix being sparse, symmetric and positive definite,
~ϕ ∈ Rn is the vector of unknown potentials and ~b ∈ Rn is the term denoting the impressed
current density. There exist several methods to solve such systems.

4.4.1 Gaussian Elimination

The principle of Gaussian elimination consists in the transformation of matrix S in equation
(4.26) to triangular form. This is done by using linear combinations of single equations.

For example, let us consider the following system of two equations:

3x1 + 5x2 = 12,
9x1 + 7x2 = 8.

If the first equation is multiplied by 3 and subtracted from the second one, the system can
be reduced to the form

3x1 + 5x2 = 12
−8x2 = −28.

In the matrix form this operation can be represented as the replacement of matrix S by a
product of a lower triangular matrix L and upper triangular U :

S = L · U,

which in this example results in(
3 5
9 7

)
=

(
1 0
3 1

)
·
(

3 5
0 −8

)
.

This operation is called LU-factorization. If the matrices L and U are computed, the
solution of the system of equations is trivial [100].

Let us assume that a diagonal matrixD = diag(d1, d2, ..., dn) is constructed with di = uii

and matrix M is computed such that MT = D−1U , then

S = LDMT (4.27)

and M is lower triangular with unit elements in the main diagonal. It can be shown that
for symmetric matrices M = L and S = LDLT .
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4.4.2 Cholesky Decomposition

It can be shown that for positive definite symmetric systems the values of di are positive.
Then the matrix D can be replaced with a product of two equal diagonal matrices D = D̃·D̃
with elements d̃i =

√
di. In this case equation (4.27) can be transformed to

S = LD̃D̃LT = Y Y T , (4.28)

where Y = LD̃. Matrix Y is obviously lower triangular. This factorization is called
Cholesky decomposition.

If the nodes of the volume conductor model are renumbered properly, the nonzero
elements of the system matrix can be grouped near the main diagonal, which improves the
memory consumption and overall performance of the method.

4.4.3 Conjugate Gradient Method

The conjugate gradient (CG) method is an iterative method of solution of large linear
systems. Its main advantage consists in much smaller memory consumption than that
of the direct methods described above. Thus (well-defined) systems with virtually any
number of unknowns can be solved.

Let us consider the following function:

f(~x) =
1

2
~x TS~x− ~x T~b, (4.29)

where S and ~b are the system matrix and the right-hand vector in equation (4.26) respec-
tively. As S is positive definite and symmetric, the global minimum of function f(~x) is

located in the point ~x = S−1~b [100]. Thus the minimization of f(~x) is equivalent to the
solution of equation (4.26) with ~ϕ replaced by ~x.

Let us consider a vector space ~p1, ...., ~pn denoting n independent search directions for
optimization of f(~x). At each step k a quantity αk must be found, for which f(~xk−1 +αk~pk)
is minimal. Thus after n steps the global minimum of f(~x) is found and therefore equation
(4.26) is solved.

The conjugate gradient method consists in the generation of the set of directions ~pi,
i = 1...n, which are S-conjugate to each other:

~pi
TA~pj = 0, i 6= j. (4.30)

If ~x0 denotes the initial guess, the first vector of search direction ~p1 is found as

~p1 = ~r0 = ~b− A~x0, (4.31)

being the direction of steepest descent. The further iterations are performed as follows:

~pk = ~rk−1 + βk~pk−1, βk =
~r T

k−1~rk−1

~r T
k−2~rk−2

, (4.32)
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~xk = ~xk−1 + αk~pk, αk =
~r T

k−1~rk−1

~p T
k A~pk

, (4.33)

~rk = ~rk−1 − αkA~pk. (4.34)

It can be shown that the residuals ~ri are mutually orthogonal. Thus each iteration
step eliminates a single component of residual, in the absence of numerical errors the
residual should be 0 after exactly n steps. For large n the number of iterations needed to
substantially decrease the residual is usually much smaller [11].

In the current work, Cholesky decomposition as well as conjugate gradient method
with preconditioning [11, 100] are used in order to solve the problem (4.6-4.8). Thus if the
distribution of transmembrane voltages is defined, the corresponding potential distribution
within the patient’s thorax can be computed.



Chapter 5

Inverse Problem of
Electrocardiography

5.1 Formulation of the Inverse Problem

Inverse problems generally consider the reconstruction of the cause by its effects, as op-
posed to forward problems dealing with the prediction of effects for a known cause. The
mathematical framework for this class of problems is nowadays used in many fields of
science such as geophysics, optics, image processing and astronomy.

The most common feature of many inverse problems is their ill-posedness, which means,
that the solution of this problem is not unique, and does not change continuously with the
input data. This term was introduced by Hadamard in [101]. For the inverse problems
this means that additional assumptions have to be introduced into the formulation of the
problem in order to stabilize its solution (so-called regularization [102]).

In electrocardiography the methodology of inverse problems is used for imaging of the
cardiac activity of a patient from multichannel ECG or MCG measurements [103, 104, 105,
106]. There exist several different approaches to represent the intracardiac sources and,
correspondingly, to formulate the inverse problem.

5.1.1 Epi- and Endocardial Potentials

The task to reconstruct epi- and endocardial potentials is a classical equivalent source
model. The first attempts to reconstruct the epicardial potentials from a measured BSPM
date back to the seventies [107, 108]. The distribution of extracellular potentials on the sur-
face of the ventricular myocardium is considered as the ”sources”. Epicardial potentials can
be measured experimentally [109, 110], which enables a direct validation of reconstruction
results (like, e.g., in [111, 112]). Another important area of application for this approach
is the reconstruction of endocardial potentials given the results of catheter measurements
[113, 114, 115]. The measurement of epi- and endocardial potentials is shown in figure 5.1
(a, b).
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Figure 5.1: Three formulations of the inverse problem of electrocardiography: epicardial
potentials reconstructed from body surface potential mapping (a), endocardial potentials
reconstructed from intracardiac catheter measurements (b), uniform double layer with
activation times reconstructed from BSPM (c). Adopted from [10].

An important trade-off of this equivalent source representation is the difficult interpreta-
tion of the reconstruction results: the potential in each point is defined by the distribution
of TMV within the whole heart, not just from the sources in the neighborhood of that
point.

In this work the term ”epicardial potentials” will often be used with the meaning of ”the
distribution of potentials on the epi- and endocardial surfaces of the heart” for the sake of
briefness.

5.1.2 Transmembrane Voltages

The bidomain model (see section 4.2) gives a linear relationship between the distributions
of TMV within the myocardium and the BSPMs. Thus a linear inverse problem can
be formulated in terms of TMV distributions as cardiac sources. A serious trade-off of
this formulation consists in the non-uniqueness of its solution. Generally speaking, any
distribution of TMV Vm(~r) which satisfies ∇· (σi∇Vm) = 0 results in zero ECG. This issue
can be resolved by imposing additional constrains to the solution.

Still if the TMV distribution can be computed, it can fully define the state of the heart
with high diagnostic value. Therefore this model of cardiac sources is used nowadays by
several groups [116, 117, 118].

5.1.3 Uniform Double Layer

The uniform double layer of current dipoles (UDL) is another widely used representation of
cardiac sources. It is assumed that the BSPM during the depolarization phase of the heart
cycle is produced by a UDL lying along the activation front and oriented in its normal
direction [10], like it is shown in figure 5.1 (c). Reconstructed is typically the time instance
at which the UDL reaches the given point of the myocardium.

The basic equation of this approach is the following:
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∫
ΓH

A(~rB, ~rH)H(t− τ(~rH))d~rH = V (~rB, t), (5.1)

where V (~rB, t) is the body surface potential in point ~rB at the time t, A(~rB, ~rH) represents
the transfer function determined by the geometry of the thorax and the distribution of
conductivities within it, τ(~rH) is the activation time of the myocardium in point ~rH of the
heart surface ΓH , and H(t− τ(~rH)) is the activation or deactivation function showing the
dependence of TMV from time t at point ~rH , with activation or deactivation taking place
at time τ(~rH) [119]. The Heaviside step function is often employed to represent the change
of TMV during the activation in each point of the heart.

The reconstruction of deactivation times from a measured sequence of BSPMs employ-
ing the UDL model is described in [32].

Thus the representation of the cardiac sources being reconstructed is not the TMV by
itself, but rather the times when it changes.

From equation (5.1) it is clear, that the problem is basically non-linear. Within the
scope of this approach only the surface of the heart is considered, which can lead to
modeling errors due to the anisotropy of ventricular myocardium (see section 8.1, [36]).

An important advantage of this method is, on the other hand, the assumption of a
”wavefront” behavior of the ventricular depolarization which employs an additional bias on
the inverse problem, making it less ill-posed. Thus a more stable solution is to be expected.

A disadvantage is that the temporal slope of the function H has to be known beforehand
for every position ~rH . Often for all positions the same function is applied which might
be wrong in case of patients with ischemic or infarcted heart, although this significantly
reduces the computation costs [120, 121].

Several clinical investigations employing this approach have been performed recently
[122, 123], proving the stability and clinical reliability of the method.

In this work only the first two approaches (subsections 5.1.1 and 5.1.2) were imple-
mented, the UDL model was left out of consideration.

5.2 Transfer Matrix

The linear relationship between the cardiac sources and the body surface potentials after
the discretization of the solution domain can be written in matrix form:

A · ~x = ~y, (5.2)

where A ∈ Rm×n is the transfer matrix describing the relationship between the cardiac
sources and body surface potentials, with m being the number of electrodes and n repre-
senting the number of cardiac sources; ~x ∈ Rn is the vector of unknown cardiac sources
and ~y ∈ Rm is the vector of measured BSPMs [11].

The computation of the transfer matrix A is an important – and rather time-consuming
– part of the inverse problem. This matrix contains the information about the geometry and



34 Inverse Problem of Electrocardiography

conductivity distribution of the volume conductor. Depending on the choice of equivalent
cardiac sources, there exist different approaches to the computation of this matrix.

5.2.1 Transfer Matrix for Epi- and Endocardial Potentials

The transfer matrix expressing the dependence of BSPM on the distribution of epicardial
potentials is also called lead-field matrix. Its computation consists in the reformulation of
equation (4.17) with ~b = 0 so that the potentials ~ϕH on the heart surface would be related
to those measured on the electrodes ~ϕE.

Let us subdivide the nodes of the finite element mesh on the subsets including a) nodes
on the epi- and endocardium where the potentials are sought, b) electrode nodes where the
BSPM is measured and c) all the rest of the nodes. The corresponding potentials will be
defined as ~ϕH , ~ϕE and ~ϕR. Then the expression (4.17) can be rewritten as follows: SEE SER 0

SRE SRR SRH

0 SHR SHH

  ~ϕE

~ϕR

~ϕH

 =

 0
0
0

 . (5.3)

It is assumed that there are no direct connections between the electrodes and heart
nodes, therefore the corresponding blocks of the system matrix are zero.

The relationship between ~ϕH and ~ϕE can be obtained from equation (5.3):

~ϕE = (SEE − SERS
−1
RRSRE)−1SERS

−1
RRSRH · ~ϕH . (5.4)

Thus the lead-field matrix can be expressed as

A = (SEE − SERS
−1
RRSRE)−1SERS

−1
RRSRH . (5.5)

The computation of the lead-field matrix A requires the inversion of SRR. The latter
includes almost the whole of the matrix S, thus the inversion may be impossible. Therefore
an alternative way to compute A was developed.

Let us consider a vector ~ei ∈ Rn:

eij =

{
1, j = i
0, j 6= i.

(5.6)

The multiplication of this vector with matrix A results in the i-th column of A. Thus
setting the values of ~ϕH = ~ei and solving the problem (5.3), one can directly obtain the
i-th column of the lead-field matrix. Therefore, solving the forward problem n times for
each ~ϕH = ~ei, the lead-field matrix can be obtained.

5.2.2 Transfer Matrix for Transmembrane Voltages

As opposed to the epi- and endocardial potentials, it is impossible to assign the TMV values
to several nodes of the cardiac mesh and solve the forward problem. Since only the gradient
of TMV can produce the ECG, the TMV distribution must be a steady function. For that
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Figure 5.2: Coarse tetrahedral mesh with TMV in one node set to 1. The result of the
interpolation of TMV distribution on the ”fine” mesh is shown [11].

reason first a coarse mesh containing only the ventricles was introduced, with about 1000
nodes belonging to the myocardium. The TMV distributions for the computation of the
transfer matrix were then defined on this coarse grid in the same manner as the node shape
functions of FEM: the TMV in one node was set to 1, the rest of the nodes having the
TMV of 0. These TMV distributions were interpolated to the ”fine” finite element mesh
where the whole forward computation could be performed (see figure 5.2).

The impressed currents were calculated from this distribution of TMV, and the forward
problem was solved. The potentials on the electrodes represented a single column of the
transfer matrix.

Thus the solution of the inverse problem in terms of TMV resulted in the distributions
of TMV on the coarse mesh. For better visualization the interpolation of the results to the
”fine” mesh was performed.

5.3 Regularization Methods

5.3.1 Singular Value Decomposition

Let us consider the singular value decomposition (SVD) of the transfer matrix A:

A = UΣV T =
r∑

i=1

~uiσi~v
T

i , (5.7)

where U = {~u1, ~u2, ..., ~um} ∈ Rm×m and V = {~v1, ~v2, ..., ~vn} ∈ Rn×n are matrices containing
left and right eigenvectors of A correspondingly, Σ = diag(σ1, ..., σr) is a diagonal matrix
containing the eigenvalues of A and r = min(m,n). The properties of SVD are described
in [100].
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Figure 5.3: A sample dependence of singular values of a transfer matrix σi on index i.

The pseudoinverse A† of the matrix A can be calculated as follows:

A† =

rank(A)∑
i=1

~u T
i

1

σi

~vi. (5.8)

This definition of pseudoinverse can be used to compute the least squares solution of (5.2):

~xLS = A†~y =

rank(A)∑
i=1

~u T
i ~y

σi

~vi, (5.9)

which satisfies

~xLS = arg min
~x
||A~x− ~y||2. (5.10)

In terms of the inverse problem of electrocardiography, the vectors ~ui represent a basis
of the signal space, whereas the vectors ~vi form a corresponding basis of the sources space
[124].

The eigenvalues σi are usually aligned in decreasing order (see figure 5.3). The number
of zero-crossings of eigenvectors ~ui and ~vi is growing with increasing i [100, 125], thus rep-
resenting higher spatial frequencies of the measured signals as well as of the reconstructed
sources. Correspondingly, the solution of (5.2) according to (5.9) results in the amplifica-
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Figure 5.4: 1st (top left), 2nd (top right), 5th (bottom left) and 10th (bottom right)
sources space eigenvectors of a transfer matrix. The eigenvectors with larger indices rep-
resent higher spatial frequencies.

tion of high-frequency components of the signal. If the BSPM measurement is corrupted
with noise, the solution gets unstable.

Generalized Singular Value Decomposition

The generalized singular value decomposition (GSVD) is defined for a pair of matrices
A ∈ Rm×n and L ∈ Rp×n. In terms of the inverse problem of electrocardiography, A
represents the transfer matrix, and L is a regularization operator (see eq. (5.15)). Assuming
that m ≥ n ≥ p, rank(L) = p and the null-space of (ATLT )T is empty [126], the GSVD of
matrices A and L can be written as follows:

A = U

(
Σ 0
0 In−p

)
W−1, L = V

(
M 0

)
W−1. (5.11)

Matrices U ∈ Rm×n and V ∈ Rp×p consist of orthonormal vectors, and W ∈ Rn×n is
invertible with ATA-orthogonal columns, i.e.

W TATAW =

(
Σ2 0
0 In−p

)
. (5.12)

Matrices Σ and M of the size of p×p are diagonal. Their diagonal elements σ1...σp and
µ1...µp are ordered so that
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0 ≤ σ1 ≤ ... ≤ σp ≤ 1, 1 ≥ µ1 ≥ ... ≥ µp ≥ 0 (5.13)

and normalized so that σ2
i + µ2

i = 1, i = 1..p. Their ratios

γi =
σi

µi

, i = 1..p (5.14)

are referred to as generalized singular values of (A,L). According to (5.13) they are sorted
in nondecreasing order.

In terms of the inverse problem of electrocardiography, the columns of matrix U make
up a basis of the signal space, those of W provide the basis of the source space. As opposed
to the SVD case, the basis vectors of the source space are not orthogonal.

5.3.2 Tikhonov Regularization

As it has been shown in the previous subsection, the least squares solution is unstable
against high-frequency noise. Tikhonov regularization consists in the introduction of a
regularization term into the formulation (5.10) [127]:

~xλ = arg min
~x

(||A~x− ~y||22 + λ2||L~x||22). (5.15)

The regularization term L~x incorporates the a priori information about the solution
~x. It is assumed that the measurement noise is uncorrelated and has a diagonal covariance
matrix Ce = ε2I [102], where ε is the scalar term and I is the unit matrix.

There are two important alternative formulations of the problem (5.15):

(ATA+ λ2LTL)~x = AT~y (5.16)

and

~xλ = arg min
~x

∣∣∣∣∣∣∣∣( A
λL

)
~x−

(
~y
0

)∣∣∣∣∣∣∣∣
2

. (5.17)

Thus, if the null spaces of A and L intersect trivially such that the coefficient matrix has full
rank – which is assumed implicitely throughout this chapter – then the Tikhonov solution
is unique, and it can be given by

~xλ = (ATA+ λ2LTL)−1AT~y. (5.18)

If matrix L is the unit matrix, the method is referred to as Tikhonov 0-order. In this case
the regularization means the selection of the inverse solution with minimal 2-norm, which
fulfills (5.2).

Another popular choice of matrix L is the Laplacian operator. This regularization
approach is called Tikhonov 2nd order.

In terms of GSVD, the Tikhonov regularization is equivalent to the introduction of
filtering factors into (5.9), suppressing the high-frequency components of the solution:
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fi(λ) =
σ2

i

σ2
i + λ2

, L = I and fi(λ) =
γ2

i

γ2
i + λ2

, L 6= I. (5.19)

Thus the solution of (5.2) can be expressed as follows:

~xreg =

p∑
i=1

γ2
i

γ2
i + λ2

~u T
i ~y

σi

~wi +
n∑

i=p+1

~u T
i ~y ~wi, (5.20)

with ~wi being the column vector of matrix W . If L = I, equation (5.20) can be reduced:

~xreg =

p∑
i=1

σ2
i

σ2
i + λ2

~u T
i ~y

σi

~vi. (5.21)

5.3.3 Choice of Regularization Parameter

According to (5.20), the regularization parameter λ determines, up to which index the
eigenvectors ~wi can be included into the solution, that is, up to which spatial frequency the
components can be considered as useful signals. If λ is chosen to be too small, the high-
frequency components of (5.9) might be selected, carrying no useful information about the
cardiac sources. This is called underregularization. On the other hand, if λ is too large,
also the useful high-frequency components of the signals can be suppressed. The solution
is then too smooth, and the term overregularization is used in this case.

Thus correct selection of the regularization parameter is extremely important for the
solution of the inverse problem. Two methods were implemented to find the optimal value
of λ, L-curve and CRESO.

L-curve

The L-curve is widely used to determine the optimal value of regularization parameter after
the works of Hansen [102, 128]. In terms of the Tikhonov regularization, the L-curve is a
parametric plot with points defined by the norm of the residual ||A~xλ − ~y||2 and the norm
of the regularization term ||L~xλ||2 for different values of the regularization parameter λ:

||L~xλ||2 = f(||A~xλ − ~y||2). (5.22)

This plot is usually built for λ changing within the range between the minimal and
maximal eigenvalues of A. A typical L-curve for the case of measured signals ~y corrupted
with noise is shown in figure 5.5 (solid line). The dashed line represents the L-curve for
filtered ~y, the dotted line corresponds to ~y containing only uncorrelated gaussian noise.

The optimal value of λ is found at the point of the maximal curvature of the L-curve,
where its second derivative has its maximum. Moving the chosen λ along the curve towards
the significant increase of the residual results in overregularization, whereas the movement
of λ towards the increasing ||x||2 leads to underregularization of the solution [129].
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Figure 5.5: Sample L-curves resulting from the solution of a typical inverse problem
of electrocardiography. The L-curve obtained from the solution with unfiltered ECG is
represented by the solid line. Dashed line corresponds to the filtered ECG, dotted line –
to the pure noise. The location corresponding to the optimal λ is shown with an arrow.

For Tikhonov 0-order regularization (L = I) there exist analytical formulae for the
curvature of the L-curve [11, 128].

According to [128], the L-curve criterion delivers a good estimation for the optimal
value of the regularization parameter even in the case of correlated noise in ~y, thus being
the method of choice if the transfer matrix A is corrupted by modeling errors.

CRESO

The method of composite residual and smoothing operator (CRESO) consists in the local-
ization of the maximum of the following function:

C(λ) = ||~xλ||22 + 2λ2 d

d(λ2)
||~xλ||22. (5.23)

The case of Tikhonov 0-order regularization is assumed.

If the SVD of A is known, C(λ) can be computed as

C(λ) =

rank(A)∑
i=1

(
σi

σ2
i + λ2

~u T
i ~y

)2

·
(

1− 4λ2

σ2
i + λ2

)
. (5.24)

Figure 5.6 shows a sample CRESO curve; the data used for the inverse problem solution
correspond to those shown in figure 5.5, for the case of BSPM corrupted with noise.
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Figure 5.6: A sample CRESO curve for the same problem as shown in figure 5.5. The
case of BSPM corrupted with noise is shown.

The computation times necessary to find the optimal value of the regularization para-
meter is comparable for both methods. The values of optimal λ delivered by both methods
are quite near.

5.3.4 Maximum A Posteriori Estimation

The regularization method of maximum a posteriori estimation (MAP) employs a statistical
basis of a priori estimations of the inverse problem solutions and chooses the best solution
fitting the given observation ~y out of it. This approach is based on the theory developed
by Foster in [130].

Let’s assume the considered (forward) problem is expressed as follows (cf. equation
(5.2)):

~y = A~x+ ~e, (5.25)

where ~e is the vector of random measurement errors, presumed to have zero mean and
known covariances [131]. The goal is to construct a matrix operator H ∈ Rn×m such that
the averages

~x ′ = H~y (5.26)

would represent the best possible solution of (5.25). Combining (5.25) and (5.26) we
obtain

~x ′ = HA~x+H~e = R~x+H~e, (5.27)
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where the rows of the matrix R = HA represent a set of filters transforming the exact
solution ~x to our estimation ~x ′ minus some random error.

If the exact solution ~x is subtracted from the both sides of equation (5.27), the estima-
tion error can be obtained:

~x ′ − ~x = (HA− I)~x+H~e. (5.28)

The first term at the right side of (5.28) is usually referred to as a resolving error or bias,
whereas the second term represents random error. If ~x ′ provides a reasonable estimation
of ~x, both of these terms must be small.

Given a statistical description for the variability of ~x in the form of covariance matrix
Cx, and assuming that the errors in the a priori estimate ~x0 are statistically independent
on the data errors ~e, the covariance of estimation errors ~x ′ − ~x can be represented as

C = (HA− I)Cx(HA− I)T +HCeH
T . (5.29)

The first term is the covariance of resolving errors, the second term represents the
covariance of random errors ”projected” into the estimates of the data. The estimator
which minimizes the diagonal elements of C in (5.29) is

H = CxA
T (ACxA

T + Ce)
−1, (5.30)

which is also known as the ”minimal variance” estimator. This equation was originally
derived in [132] as the best linear estimator when ~x is a realization of a second-order
gaussian random process. Still the assumption of gaussian distribution is not necessary,
the variance of estimation errors can be minimized by (5.30) regardless of the form of a
priori probability density of ~x.

In this way an estimate of ~x can be obtained:

~x ′ = CxA
T (ACxA

T + Ce)
−1~y, (5.31)

which is used as the solution of the inverse problem.

This method was employed by van Oosterom in [133] to reconstruct the potential distri-
butions on the cardiac surface. The a priori data were generated using the UDL approach
(see section 5.1) from reconstructed activation times during the QRS-complex. These data
represented a matrix Ψr with the potentials on the nodes of a ”pericardial” mesh saved in
columns and the change of the potential in a single node in rows. The spatial covariance
matrix of a priori estimation was defined as

Cx =
1

N
ΨrΨ

T
r , (5.32)

where N represented the number of time samples in the matrix Ψr. The covariance
matrix of random errors Ce was approximated with λI.
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The results obtained using this method were compared with those obtained from Tikhonov
0-order, Tikhonov 2-order and truncated SVD approaches. The relative error for the MAP-
based method was shown to be up to 5 times smaller than the rest for different levels of
induced noise.

This method has been implemented in the course of current research and tested with
several patient data sets [134, 135].

Based on the MAP regularization, a Bayesian methodology to solve the inverse problem
of electrocardiography was recently developed [136, 137].

5.3.5 Spatiotemporal MAP-Regularization

Spatial MAP-regularization considers vectors ~x and ~y in equation (5.25) as the distributions
of cardiac sources and BSPM in a given time instant, respectively. The time instants are
considered independently, although the value of, say, transmembrane voltage in a given
point generally depends on the value of TMV in this point at previous time instants. This
important information is not used for stabilization of the inverse problem.

Thus an alternative approach has been developed in the course of the current work
[138, 139, 140]. Vectors ~x, ~y and ~e in (5.25) are replaced with compound column vectors
~̃x, ~̃y and ~̃e containing the corresponding distributions at multiple (typically neighboring)
time instants. The transfer matrix A is replaced with a ”diagonal block matrix” Ã:

A 0 . . . 0
0 A . . . 0
...

...
. . .

...
0 0 . . . A




~x1

~x2
...
~xN

 =


~y1

~y2
...
~yN

 +


~e1
~e2
...
~eN

 , (5.33)

or

~̃y = Ã~̃x+ ~̃e. (5.34)

Here N is the number of simultaneously considered time instants. The further solution
does not differ from the method described in the previous subsection. The amount of
RAM consumed by this method is therefore larger than that for the purely spatial MAP-
regularization, but the quality of delivered results is strongly improved due to a larger
amount of a priori information employed.

5.3.6 Assumption of Monotonically Changing Transmembrane
Voltage

This temporal constraint on the solution of the inverse problem has been proposed by the
group of Tilg in [117]. This approach is based on the fact that the basic form of an action
potential is well known. During the depolarization of the cardiac tissue it can be assumed
that the value of TMV in each point never decreases. Although this assumption is not
quite correct (see, e.g., action potential curves in figure 7.3), the start-up pike of an action
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potential curve caused by the fast Na+ current due to its small size does not affect the
resulting ECG strongly.

The assumption of nondecreasing TMV can be mathematically expressed as follows:

~xmin ≤ ~x1 ≤ ~x2 ≤ . . . ≤ ~xmax, (5.35)

where ~xmin and ~xmax represent the smallest and largest possible TMV values, respectively.
These constraints can be written in matrix form:

−~x1

~x1 − ~x2
...

~xN−1 − ~xN

~xN

 ≤


−~xmin

0
...
0

~xmax

 . (5.36)

This is an important constraint which strongly improves the quality of solution of
equation (5.33) for the QRS-complex.

Similar operations can be performed for the assumption of nonincreasing TMV during
the repolarization phase of the heart cycle.

5.3.7 Generalized Minimal Residual (GMRes)

The application of GMRes approach to the solution of ill-posed inverse problems was
considered by Calvetti in [141]. Afterwards this method was applied to the inverse problem
of electrocardiography in [142].

The GMRes method belongs to the class of iterative regularization methods. It is
assumed in this method, that the transfer matrix is square. Therefore for the purpose of
the present work equation (5.2) can be transformed as follows:

AT · A · ~x = AT · ~y. (5.37)

Matrix A′ = AT ·A is square and symmetric. The right-hand vector of measured body
surface potentials ~y is replaced with ~b = AT · ~y. Substituting these changes into (5.37), we
obtain

A′ · ~x = ~b. (5.38)

The solution is found in an orthonormal basis, which is formed using an Arnoldi process
[143] in the Krylov space [144]. In each iteration a new basis vector is built. The projections

of the solution on these basis vectors are sought, which minimize the residual ||A′~x−~b||2.
The exact iterative algorithm can be found in [100, 141, 145].

An important feature of GMRes consists in the divergence of the solution from the
desired values after some iteration step (see figure 5.7). Therefore a criterion is required to
determine the optimal number of iterations in each case. In [141] a variation of the L-curve
method is proposed, with the number of iterations considered as regularization parameter.
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Figure 5.7: The dependence of correlation between simulated and reconstructed heart
surface potentials on the number of GMRes iterations. The solution starts diverging from
the original data after the 12th iteration.

5.3.8 Greensite Spatiotemporal Approach

The usage of the spatial regularization algorithms presumes that in each time instant the
sources are reconstructed separately. Thus the spatio-temporal nature of the ECG signal
is neglected. Therefore a new approach was developed by Greensite in [146], allowing
to modify the regularization methods described above in order to take this nature into
account.

This approach consists in the computation of SVD of the matrix Y with rows containing
the change of potential in a single lead of ECG, and columns containing the BSPM in each
time instant:

Y = PQT T , (5.39)

where the matrix P contains the spatial eigenvectors of Y , T the temporal ones and Q is
a diagonal matrix containing the eigenvalues of Y (cf. equation (5.7)). The notation used
here is taken from [118]. Let’s re-write the equation (5.2) as follows:

A ·X = Y, (5.40)

where X is a matrix the columns of which represent the distributions of cardiac sources ~x
in all the time instants. Substituting (5.39) into (5.40) and multiplying both sides by T
results in
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A ·X · T = P ·Q. (5.41)

The matrix product X ·T can be replaced with Ξ denoting the matrix of new unknowns:

A · Ξ = P ·Q. (5.42)

In the system (5.42) only first several equations satisfying the discrete Picard condi-
tions [102] are considered. The inverse problem of electrocardiography is solved in terms
of the matrix of unknowns Ξ. Multiplying it by T T , the matrix of solutions X can be
obtained afterwards. It has been shown in [146], that this approach leads to more accurate
reconstruction results. The same conclusion has been made in the course of the present
work.



Chapter 6

Patient Data Acquisition

6.1 Patients

Information about 8 subjects was acquired within the scope of the project [147] supported
by the German Research Association (Deutsche Forschungsgemeinschaft, DFG). The aim
of the project was to develop novel quantitative methods of noninvasive diagnostics of
cardiac diseases with special emphasis on the repolarization phase. The data sets for each
patient included an MRI scan of the patient’s thorax and heart as well as a multichannel
ECG. Table 6.1 contains a short summary of the involved subjects.

The first data set was made for training purposes: a healthy subject was involved. This
measurement was performed in order to work out the workflow of data acquisition, develop
the software necessary for the processing of measured data and test the reconstruction
strategy. Also the difference between the reconstruction results computed for the healthy
subject and those for a patient suffering from some cardiac disease would better reveal the
pathological features.

Further on seven data sets were created for patients suffering from various heart dis-
eases. These include posterior (pat. 001), posterolateral (002) as well as anterior (004,007)
infarctions, myocarditis (003) and left bundle branch block (005). The infarction location
for patient 006 is not known.

6.2 Anatomical Model

The acquisition of MRI data was performed using a Siemens Magnetom Vision scanner
at the University Hospital of Würzburg, Germany. The magnetic field strength of this
scanner was 1.5 T. At least two data sets were acquired for each patient, one for the whole
thorax and one for the heart in the diastolic phase. For two patients also a data set for the
heart in the systolic phase was created.

The FLASH 3D gradient pulse sequence was used for all the data sets [148, 149]. This
sequence is characterized by flip angles far below 90◦, typically of 15◦. Thus a strong reduc-
tion of the repetition time – and, correspondingly, of the recording duration – was achieved.
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Pat. ID Initials Sex Age Diagnosis
Prob001 M. H. M 20 Healthy

001 E. L. M 63 Posterior Infarction 6/89

002 P. K. M 61 Posterolateral Infarction 8/03,
Posterior Infarction 00

003 H. S. M 43 Myocarditis, DCM, ICD-Impl.

004 P. H. M 54 Anterior Infarction 04/03

005 W. O. M 46 Left Bundle Branch Block

006 G. M. F 67 Infarction

007 A. Z. M 48 Anterior Infarction

Table 6.1: List of subjects involved into the measurements. Their initials, sex, age and
clinical diagnosis are shown.

The data set for the torso of the patient was made up from a sequence of frontal images
with the typical resolution of 4×4×4 mm3. The recording time for this data set was 40 s,
so the recordings were made in breath-hold, which reduced the artifacts of the images.

The patient’s heart was recorded by a set of short axis plane (SAX) images. The
repetition time was 230 ms, echo time 2.7 ms. The imaging was ECG-triggered, so the
images of the heart in a preselected phase could be obtained. The overall recording time for
each heart phase was about 11 min, the resolution was about 2× 2× 4 mm3. An example
of SAX scan is shown in figure 6.1.

In order to perform the segmentation of these data sets, the methods described in
section 3.1 were employed.

6.3 ECG Acquisition and Processing

6.3.1 ECG Acquisition

The ECGs of the patients were acquired using an ActiveTwo ECG measuring device with
64 leads manufactured by BioSemi, the Netherlands. This system contains an ADC with
24-bit dynamic range. The electrodes are attached to the thorax of a patient as shown in
figure 6.2. Their coordinates are registered using a Polhemus Fastrak localization system
(Polhemus Inc., Vermont, USA).

Each electrode of the BioSemi system possesses its own signal amplifier - active elec-
trodes. This approach has increased the signal-to-noise ratio (SNR) of the measurements.
The main amplifier is battery-based, which reduced the interferences of the signal with the
power line frequency.

The sample rate for the ECG measurements is typically set to 2048 Hz. The 50 Hz
power line noise is suppressed using a built-in hardware filter of the ActiveTwo system.
The recording time was 200 s.
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Figure 6.1: An example SAX-image of the heart. The contours of the heart segmented
from the same data set as well as the torso are shown for better orientation.
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Figure 6.2: 64 electrodes attached to the thorax of a patient

The data from the BioSemi system are acquired by a special program supplied with the
system. This program is able to visualize the measured ECG in real time and to save the
recorded data in its own format onto the hard disc of a PC.

6.3.2 ECG Filtering

A special software tool was written, capable to read the data from the files saved by BioSemi
software and to apply different filtering methods. This tool employs the AltiVec unit of
PowerPC G4/G5 processors in order to speed up the calculations. The filtering methods
implemented in this software are listed below.

Fourier Filtering

This filtering method was used, if the beat-to-beat variation of the ECG signal and of the
RR-interval was relatively large. Another important application of this approach was to
investigate the extrasystolic beats.

A fast Fourier transform is applied to the whole recording sequence of each channel
(typically around 4 × 105 samples). Afterwards a bandpass filter is applied, suppressing
the components of the signal with too low and too high frequencies. The lower cut-off
frequency is normally set to 0.06 Hz, the higher one to 200 Hz. The user can choose
between the box, Bartlett and Hann border of the bandpass [150]. Also the harmonics of
50 Hz caused by the interference with the power line frequency are suppressed.

The result of such filtering needs additional baseline correction. The user is able to
define the time offsets relative to the R-peak, at which the ECG signal is assumed to be
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zero. The values of 10 samples around the given point are averaged in order to obtain a
more precise baseline offset. The baseline between these points is linearly interpolated and
subtracted from the ECG signal.

The disadvantage of Fourier filtering consists in the impossibility to separate the signal
from noise only by their frequencies. Therefore another method to get rid of uncorrelated
noise was proposed.

Averaging Multiple ECG Cycles

If the heart rate is constant during the whole measurement, it is possible in each channel
to cut out all the ECG cycles, superimpose them and compute the average. Thus the
uncorrelated noise is suppressed (the signal-to-noise ratio is increased by the factor of

√
N ,

where N is the number of superimposed cycles).
Three different approaches to choose the interval being averaged as well as the averaging

method are proposed by the program.

1. Averaged is the interval between the neighboring R-peaks. As all the RR-intervals
have different length, the linear interpolation is chosen to find out the corresponding
points. This method was abandoned because of the high computation cost, compli-
cated baseline correction and a large variation of the T-wave position.

2. Hausdorff averaging is used as described in [151]. The phase space of the ECG is
built, in which each cycle is represented by a closed loop. One can exactly distinguish
the phases of the ECG and perform averaging for the given interval of phases. This
method appeared to be very sensitive against noise, therefore introducing a large
distortion into the signal.

3. The user can define the limits of the averaged interval relatively to the R-peak position
(say, -200 till +600 ms). At the borders of this interval the ECG signal is assumed
to be zero. All superimposed intervals have the same length, so the averaging and
baseline correction can be easily performed. This method is the choice for virtually
all measurements.

R-Peak Detection

An important part of the filtering methods described above is R-peak detection. A simple
but rather reliable method has been developed, which is able to find almost 100% of the
R-peaks in all the provided ECG records.

The following steps are done to perform the R-peak detection. First, the Fourier-filter
is applied on the ECG signal in the chosen channel with the bandpass frequency range of
0.06-75 Hz and the suppression of 50 Hz. Then the second derivative of the filtered signal is
computed. Its maximal value is found, and a threshold value is computed by multiplication
of the maximal value with a user-defined factor (typically 0.3). Afterwards the array is
checked to find the first data point having the second derivative higher than the threshold.
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This point is considered as the onset of the R-peak. The offset of the R-peak is similarly
sought starting from the time point of the onset+200 ms and then moving backward. The
R-peak is assumed to be located exactly between these two points.

The user is able to change the threshold, thus assuring the correct detection of all the
R-peaks in the given channel and simultaneously avoiding the erroneous detection of the
other peaks.

The R-peaks found in the selected channel are used for filtering of all the other channels,
which significantly improves the overall performance. Also the reliability of the detection is
improved, because the channel with the best SNR can be selected to determine the R-peak
locations.

Advanced ECG Filtering and R-Peak Detection Methods

A large number of advanced filtering and R-peak detection methods were developed at the
Institute of Biomedical Engineering, Universität Karlsruhe (TH) during the course of this
work by the group of Antoun Khawaja [152, 153, 154, 155]. They are to be integrated to
the signal analysis of this work in future.
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Figure 6.3: 64 ECG leads measured on a patient: before filtering (the average value
was subtracted in each channel, top), after averaging over 200 ECG cycles (bottom). A
QRST-complex is shown.
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Chapter 7

Modeling of the Patient’s Heart

7.1 Anatomical Model of the Heart Including Excita-
tion Conduction System

The anatomical model of the patient’s heart was created based on the provided short axis
MRI scan representing the diastolic phase of the heart. Deformable triangle meshes were
used to segment both ventricles from this scan, as described in section 6.2.

As the SAX-images of the heart did not contain atria, and the resolution of the thorax
images was not high enough to segment them, they were replaced by a region containing
blood with the shape roughly corresponding to that of the atria. Thus the conductivity
distribution within the thorax was kept, although the P-wave of the ECG could not be
simulated properly. Correspondingly, the SA-node was not included into the model, so
the main pacemaking unit was the AV-node. The anatomy of the heart was defined on a
regular grid with the resolution of 1× 1× 1 mm3.

The excitation conduction system was implemented as a tree-like structure originating
from the AV-node. It was subdivided into two branches. One of them was going along
the septum towards the apex of the right ventricle (right Tawara bundle). Another branch
was put into the left ventricle and there split once again into the left anterior and left
posterior fascicles. The conduction of excitation between these branches and the ventricular
myocardium was disabled.

An automatic process generated a set of nodes on the inner surface of the ventricles and
connected them into the trees representing the Purkinje fibers. These fibers were attached
to the free endings of the former three branches. The function of the Purkinje fibers was
to carry the excitation from the apex towards the base of the ventricles, distributing it
throughout the endocardium. A typical heart model including the left and right ventricles,
blood and excitation conduction system is shown in figure 7.1.

The anatomical model of the heart is described in [156] in more detail.
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Figure 7.1: The anatomical model of the patient’s heart. Left and right ventricles, blood
inside them as well as excitation conduction system are shown.

Tissue Class Longitudinal ECV, mm/s Anisotropy Ratio
Left ventricular myocardium 1200 3
Right ventricular myocardium 1200 3
Right Tawara branch 2250 1
Left anterior fascicle 2000 1
Left posterior fascicle 2000 1
Right Purkinje fibers 4860 1
Left Purkinje fibers 3310 1

Table 7.1: The default values of excitation conduction velocity (ECV) for different tissue
classes within the heart. Anisotropy ratio represents the ratio between longitudinal (along
the fiber orientation) and transversal (perpendicular to the fiber orientation) ECVs. As
the excitation conduction system is represented by a tree-like structure, there is no need
to introduce the anisotropy of ECV for it.

7.2 Modeling of the Depolarization Phase

The QRS-complex of ECG is formed by the propagation of the depolarization front through
the ventricular myocardium. This propagation is defined by the geometry of the heart as
well as by the distribution of excitation conduction velocities within the heart. As the
anatomical cardiac model contains several different tissue types, parameters of which can
be varied, it is possible to fine-tune the depolarization sequence of the ventricles. Tissue
classes for which the excitation conduction velocities (ECVs) are varied as well as the
default values of ECVs are shown in Table 7.1.

In the case of anisotropic ECVs the corresponding anisotropy ratios were kept constant
during the optimization, with each component of ECV being multiplied by the same factor.

The default values of ECV for the excitation conduction system were adapted from [52],
for the ventricular myocardium it was computed using the ten Tusscher cell model [22].
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The diseases influencing the depolarization sequence as well as the way these diseases
have been modelled are described in detail in Section 7.4.

7.3 Dispersion of Action Potential Duration

7.3.1 Transmural APD Dispersion

The ten Tusscher cell model has already incorporated the transmural dispersion of myocyte
properties [22]. This model was employed to generate the action potential curves to be
used with the cellular automaton.

The number of different types of myocardial tissue is set to 97, with the first one
describing endocardium, and the last one corresponding to epicardium. For each tissue
type, its own conductivities for various transmembrane ionic currents are defined according
to [22]. A transmural patch of ventricular myocardium is created including all 97 tissue
types (see figure 7.2), in order to introduce the intercellular coupling into the model.
The voxel size in this patch was 0.2 × 0.2 × 0.2 mm3, the overall size of the patch was
9×9×117 voxels, or 1.8×1.8×23.4 mm3, with tissue index changing along the z axis. At
the endocardial side of the patch, a periodical excitation is applied simulating the signals
coming from the Purkinje fibers in the real heart. The frequency of excitation is varied in
order to investigate the response of APD on this variation. The TMV in each layer of the
patch is recorded for the whole excitation cycle, thus forming an action potential curve for
each tissue type. Such a family of curves corresponding to the excitation frequency of 1
Hz (60 beats per minute) is shown in figure 7.3.

Three parameters are used to vary the transmural dispersion of APD, representing
scaling coefficients for endocardial, midmyocardial and epicardial APD (pendo, pm and pepi).
These parameters are allowed to change only within the range between 0.7 and 1.3. The
modified APD for the i-th action potential curve (i ∈ 0..96) is calculated using the following
equation:

APDi =

{
APD0

i · (pendo + (pm − pendo) sin(3πi/192)) for i < 32
APD0

i · (pepi + (pm − pepi) cos(3π(i− 32)/384)) for i >= 32
(7.1)

An example transmural distribution of scaling factors with pendo = 1, pm = 1.2 and pepi =
0.9 is shown in figure 7.4.

7.3.2 Gradient of APD

Another form of the APD dispersion considered in this work was a single gradient of APD
defined for the whole ventricular myocardium. It was defined by 4 parameters: azimuth
and declination in the own coordinate system of the left ventricle, defining the orientation
of the vector; the change of APD per millimeter along the vector, defining the magnitude
of dispersion; and the APD in the center of coordinates.
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Figure 7.2: A transmural patch of myocardial tissue, with excitation applied at endo-
cardium. The frequency of excitation was 1 Hz. Time after the last excitation for each
figure, top to bottom: 6, 12, 18, 24, 226, 289, 310 ms.

Figure 7.3: A family of 97 action potential curves representing the response of different
types of ventricular myocardium (from endo- till epicardium) on the external stimulation
with the frequency of 1 Hz. Each curve was recorded during 512 ms.
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Figure 7.4: An example distribution of scaling factors across the ventricular wall with
pendo = 1, pm = 1.2 and pepi = 0.9.

The introduction of a single gradient of action potential duration cannot describe a
complicated APD distribution like that obtained in [33]. Still, if used together with the
transmural dispersion of APD, it can deliver quite good correspondence between the sim-
ulated and measured ECG (see section 8.3).

7.3.3 APD in Segments

As it has already been mentioned, a single gradient of APD might not be able to describe
the real APD dispersion in the human heart, which could be quite complicated. Therefore
another approach to define this dispersion has been developed.

First, APD is defined in several locations of the heart model. Afterwards a tetrahe-
dron mesh is created, with nodes located in these points as well as at the corners of the
bounding box defining the borders of the data set. The distribution of APD is then linearly
interpolated on the whole heart using the node shape functions described in section 4.3.

A set of 10 standard locations has been defined in the own coordinate system of the
left ventricle. This set was the same for all the hearts considered within the scope of the
current work. Their locations are defined by their azimuths and declinations, as shown in
table 7.2.
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Point Number Asimuth ϕ Declination θ
1 0 π/9
2 π π/9
3 0 π/3
4 π/2 π/3
5 π π/3
6 3 · π/2 π/3
7 0 11 · π/18
8 π/2 11 · π/18
9 π 11 · π/18
10 3 · π/2 11 · π/18

Table 7.2: Coordinates of the anchor points were the APD is defined. The angles are
set in the own coordinate system of the left ventricle. If the ray in the given direction
anywhere crosses the right ventricle, the point is chosen in the right ventricle.

7.4 Modeling of Specific Heart Diseases

7.4.1 Infarction and Ischemia

An infarction scar can be introduced into the model of the patient’s heart as a spherical
region, where the amplitude of the action potential as well as the excitation conduction
velocity of each voxel are suppressed. The APD in the voxels with ischemic tissue is
decreased as well. A typical dependency of these parameters on the distance between the
given voxel and the center of infarction is shown in figure 7.5.

The site and size of the infarction scar are controlled by the following 5 parameters:

� the azimuth of the center of infarction scar in the own coordinate system of the left
ventricle;

� the declination of the center of infarction scar in this coordinate system;

� the distance between the center of infarction and the endocardium along this axis
normalized by the radius of infarction;

� the radius of infarction area in mm;

� the thickness of the border zone of infarction scar (see figure 7.5).

The influence of the infarction on the cells at the surface of the ventricle (and thus the
possibility of excitation to be conducted by the Purkinje fibers within the area of infarction)
can be controlled by the user (see figure 7.6). The ECGs simulated for a patient with an
infarction are shown in figure 7.9.

According to [7], the extracellular conductivity of myocardial tissue increases within
the area of infarction scar. On the other hand, the intracellular conductivity within this
region should be reduced due to the closure of intercellular gap junctions. Both of these
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Figure 7.5: The dependencies of action potential amplitude, excitation conduction ve-
locity and action potential duration on the distance to the center of infarction defined for
different sizes of the border zone between infarcted and healthy tissues.

Figure 7.6: Distributions of transmembrane voltages in the middle of ST-segment for
a heart with infarction. The influence of infarction on the surface of the heart can be
changed by the user. In the left case the impact factor is set to 0, in the right case to 1.
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Figure 7.7: Body surface potential maps corresponding to the TMV distributions shown
in figure 7.6. The elevation of the ST-segment in the case of the impact factor 0 (left) is
caused only by the unequal anisotropy ratio (see section 8.1) and disappears in the case of
equal anisotropy ratio. The potentials are shown in mV.

processes were taken into account while the simulated ECGs for infarcted patients were
built.

7.4.2 Bundle Branch Block

A block of each bundle branch can be introduced by disconnecting the nodes of the tree-
shaped excitation conduction system (see Section 7.1). Thus, a block of the left Tawara
bundle branch, for instance, results in a significant delay of excitation of the left ventricle.
The depolarization front needs to pass through the septum in order to reach the left endo-
cardium. There it can perform a re-excitation of the Purkinje fibers, the latter carry the
excitation throughout the endocardium of the left ventricle. The transmembrane voltage
distributions simulated for a healthy heart, for a heart with a left bundle branch block
and a heart with infarction are compared in figure 7.8, the ECGs for these three cases are
compared in figure 7.9.

7.4.3 Extrasystolic Beats

The modeling of extrasystolic beats can be performed by introduction of spontaneous
excitation centers into the ventricular myocardium. The excitation is conducted by the
myocardium to the excitation conduction system, which rapidly propagates it throughout
the ventricles. The distributions of transmembrane voltages during an extrasystolic beat
with a spontaneous excitation center located on the left ventricular lateral wall is shown
in figure 7.10. The corresponding multichannel ECG is indicated in figure 7.11.
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Figure 7.8: Distributions of transmembrane voltages in a healthy heart (left), a heart
with left bundle branch block (center) and a heart with anterior infarction (right). Corre-
sponding phases of the ECG is shown in the upper left corner of each picture.
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Figure 7.9: 64 channels of simulated ECG for a healthy heart (left), a heart with left
bundle branch block (center) and a heart with anterior myocardial infarction (right).
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Figure 7.10: Distributions of transmembrane voltages in the heart during an extrasystolic
heart beat: depolarization phase (top), repolarization phase (bottom).
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Figure 7.11: 64 channels of simulated ECG for an extrasystolic heart beat.
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7.5 Optimization of the Cardiac Model

The optimization of the cardiac model was performed in two steps: first, the depolarization
sequence was varied in order to obtain the best possible QRS-complex, and then the ST-
interval was adapted to reconstruct the repolarization phase. The parameters varied in
each of these steps are listed in chapter 3.

The comparison between the measured and simulated ECG was done as follows:

1. Both data sets were normalized so that the difference between the maximal and
minimal values is 1.

2. The simulated ECG was interpolated to the sample rate of the measured one and
shifted so that the R-pikes were aligned.

3. RMS was computed for the difference between the measured and simulated signals
for each channel on a predefined time interval (QRS-complex and/or ST-interval).

4. The resulting RMS were averaged.

The resulting value representing the average RMS of the difference of signals in each
ECG channel is used as the criterion for optimization. Powell and downhill simplex opti-
mization methods were implemented [150].
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Chapter 8

Simulation Results

8.1 Role of Midmyocardial Cells in Forming the ECG

One of the first tasks to be considered using the presented modeling was to investigate
the influence of the midmyocardial cells (see Chapter 2) on the resulting ECG. According
to [34], the ECG is fully defined by the distributions of TMV on the epi- and endocar-
dial surfaces, if the intracellular and extracellular anisotropy ratios (see Section 4.2) are
equal. This fact can significantly decrease the complexity of forward and inverse calcula-
tions. The equivalent surface source model is widely used to solve the inverse problem of
electrocardiology in terms of ventricular activation times [32, 120].

However according to the recent measurements and simulation studies the anisotropy
ratios in intra- and extracellular spaces significantly differ [35, 157]. This fact can cause a
major change of the reconstruction results [158]. Therefore the present investigation was
aiming to reveal the biases imposed by the assumption of equal anisotropy ratios.

8.1.1 Shifting the M-Cells towards Epi- and Endocardium

The first virtual experiment to unmask the impact of M-cells on the ECG consisted in a
shift of the M-cells towards the endo- or epicardium. The way this offset was implemented
is shown in figure 8.1. The action potential curves on the surface of the heart were changed
only marginally, due to the relatively small resolution of the heart model. Thus one could
expect, that in the case of equal anisotropy ratios (or in the case of isotropic ventricular
muscle) the changes of the resulting ECG should be negligible.

The ECGs simulated with equal as well as unequal anisotropy ratios are shown in figure
8.2. The changes of the simulated ECG caused by the offset of the M-cells towards endo-
and epicardium are shown in figure 8.3.

Although the amplitudes of the both ECGs differ by approximately 25%, the change
of ECG caused by the M-cells offset in the case of equal anisotropy ratio (which is caused
solely by the modeling errors) is about 10 times smaller than that for unequal anisotropy
ratio. This indicates that the M-cells do significantly contribute to the form of ECG in the
case of unequal anisotropy ratio.
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Since the change in action potential that was applied in this experiment has a large
impact on the dispersion of the APD the largest modification of ECG can be observed
during the T-wave.

8.1.2 Action Potential Suppression in the M-Cells

Another virtual experiment for the investigation of the contribution of M-cells to the ECG
was to suppress the amplitude of action potential in the M-cells by 50%, while leaving that
in endo- and epicardial area without changes (see figure 8.4).

The cellular automaton was run with these sets of action potential curves. The simu-
lated ECG was ”recorded” and compared for the case of equal as well as unequal anisotropy
ratios. The changes of ECG in both cases are shown in figure 8.5

The comparison between the changes of ECG for equal and unequal anisotropy ratios
again indicates a significant influence of the M-cells on the resulting ECG.

Since the overall situation after ”switching off” the M-cells resembles an infarction in
the middle of the ventricular wall, a shift of the ST-segment can be observed.

8.1.3 BSPM Corresponding to the Excited M-Cells

The last experiment allowing to determine the contribution of M-cells to the ECG con-
sisted in the generation of an artificial distribution of TMV within the heart with the fol-
lowing characteristics. A binary erosion filter [159] was applied to the region of the model
containing the ventricular myocardium. TMV in the voxels belonging to the remains of
myocardium was set to +20 mV (”depolarized”), the voxels where the myocardium had
vanished obtained the TMV of -80 mV (”repolarized”). In this way, the whole heart sur-
face remained at rest, with the whole excitation concentrated in the midmyocardial area
(figure 8.6).

The forward problem of electrocardiography was solved for such a configuration. In
agreement with [34], in the case of equal anisotropy ratios the resulting signal on the surface
of the thorax did not exceed 10−12 mV . If the anisotropy ratios of intra- and extracellular
spaces were different, a BSPM with an amplitude of 2 mV was recorded (figure 8.7).

The latter distribution of TMV can be compared with the physiological situation at
the end of the T-wave. Thus the last result indicates, that the form of the T-wave is
strongly influenced by the sources located in the midmyocardial area. Ignoring that fact
might lead to incorrect results of reconstruction of repolarization times. The results of this
investigation were presented in [36].
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Figure 8.1: Correspondence between the voxels of the anatomical heart model and the
AP-curves: normal transmural dispersion (left); with M-cells shifted towards endocardium
(center); towards epicardium (right).

Figure 8.2: ECGs simulated for the case of equal anisotropy ratio (left) and unequal
anisotropy ratio (right) with normal transmural dispersion of action potentials. Wilson
leads V1, V2 and V3 are shown.

Figure 8.3: The change of the simulated Wilson leads V1, V2 and V3 resulting from the
shift of the M-cells towards epicardium: for the case of equal anisotropy ratio (left), for
the case of unequal anisotropy ratio (right).
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Figure 8.4: 97 action potential curves – original form (left), with M-cells suppressed by
50% (right).

Figure 8.5: The change of the simulated Wilson leads V1, V2 and V3 resulting from the
suppression of action potential amplitude in M-cells by 50% for the case of equal anisotropy
ratio (left) and for the case of unequal anisotropy ratio (right).



8.1 Role of Midmyocardial Cells in Forming the ECG 71

Figure 8.6: Artificially created distribution of TMV within the ventricular myocardium.
The surface of the heart is at rest, whereas the midmyocardial voxels are excited.

Figure 8.7: BSPMs corresponding to the distribution of TMV shown in figure 8.6: com-
puted with equal anisotropy ratios (left); with unequal anisotropy ratios (right).
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8.2 Optimization of Depolarization Times

8.2.1 Healthy Subject

The data set of the test subject (see section 6.1) was employed for this investigation. The
cardiac and thoracic MRI scans were segmented using deformable triangle meshes. The
resulting cardiac model has been shown in figure 7.1. This model has the resolution of
0.5× 0.5× 0.5 mm3.

The excitation frequency of the heart model is 1 Hz, which is close to the measured
data. The cellular automaton was set to a time step of 0.1 ms. The TMV distributions
were saved with a time step of 4 ms, thus each heart cycle contained 250 distributions. The
modeling of a single heart beat together with the computation of simulated ECG lasted
about 30 min. on an Apple XServe with two processors PowerPC G5 2GHz and 2 GB
RAM.

Optimized were 6 parameters listed in table 8.1. After a short exploration of the way
different parameters were affecting the simulated ECG, the ”best” initial values of these
parameters were chosen. The ECGSim software [33] was also quite helpful by providing a
reference depolarization sequence. After the initial values had been set, 101 optimization
steps were performed. The overall optimization time was about 44 hours.

Table 8.1 shows the initial and optimized parameter values. It should be noted, that
the values do not necessarily correspond to the reality. There might be other sets of 6
parameters that lead to a low or even lower root-mean-square error. A full search through
the 6-dimensional parameter space is not possible. The main function of these parameters
is mainly to define the excitation propagation sequence.

Considering the values in table 8.1, it is interesting to note, that the excitation con-
duction velocity of right ventricular myocardium is large, even larger than that of Purkinje
fibers. As the right ventricular wall is relatively thin, it does not matter for the model, if
the excitation is conducted rapidly through the right Purkinje fibers and than relatively
slowly through the myocardium, or immediately through the myocardium. Other values
are quite close to those used e.g. in [52].

The distribution of activation times on the surface of the heart is shown in figure 8.8.
The excitation of epicardial surface takes place during 30 ms, the endocardial surface is
excited earlier.

The Wilson leads V1 till V5 of measured vs. simulated ECG are compared in figure
8.9.

The distributions of transmembrane voltages and epicardial potentials on the surface
of the heart during the depolarization phase as well as corresponding BSPMs are shown in
figure 8.10.

8.2.2 Patients with Infarction

The location and extent of an infarction scar were optimized for three patients. QRS-
complex and ST-segment were chosen for the computation of optimization criterion (see



8.2 Optimization of Depolarization Times 73

Figure 8.8: Activation times reconstructed using the optimization-based approach: an-
terior view (left), posterolateral view (right).

Tissue Class Start-up ECV, mm/s Optimized ECV, mm/s
Left ventricular myocardium 745.502/331.467 979.779/435.632
Right ventricular myocardium 2130.01/947.049 2428.53/1079.78
Right Tawara branch 1574.45 1035.12
Left anterior fascicle 1812.28 1152.38
Right Purkinje fibers 2917.21 2268.99
Left Purkinje fibers 2626.95 3672.73
Root-mean-square 0.1612 0.1126

Table 8.1: Initial and optimized values of excitation conduction velocity (ECV) in dif-
ferent tissues of a healthy heart. For the tissues with anisotropic ECV longitudinal and
transversal values are given. The last line shows the RMS of the difference between simu-
lated and measured ECGs before and after the optimization.
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Figure 8.9: Wilson leads V1-V5 of the ECG of the healthy person: measured (top) and
simulated (bottom).

figure 8.11).

Two of these patients were considered within the scope of the PhysioNet/Computers in
Cardiology Challenge 2007 [160]. The task was to estimate the site and size of an infarction
scar from given BSPMs of patients measured in 352 locations.

Since no full 3D data set of the anatomy of the patients was available, in this case
the MEETMan data set was employed to reproduce the patient’s anatomy. The triangle
mesh with electrodes at its nodes was manually deformed to fit the surface of the thorax.
Afterwards the electrodes were projected onto the surface of the volume conductor (see
figure 8.12).

The measured vs. simulated Wilson leads V1-V5 of the first patient (”case 3”) are shown
in figure 8.14. The simulated V1 lead shows a wrong Q-wave, which was not observed during
the measurement. Still the rest of the leads – mainly those related to the left ventricle –
show a good correspondence between measurement and simulation.

The infarction scar found for the first patient is shown in figure 8.13. The infarction is
located in the lateral wall, with the center in the 12th AHA segment. It covers about 10%
of the ventricular myocardium.

Figure 8.15 depicts the location of the infarction scar found for the second patient (”case
4”) of the Challenge. This infarction covers only 0.2% of the ventricular myocardium.
Measured and simulated ECG of the patient 4 are compared in figure 8.16.

The discrepancies between the obtained results and the real values are shown in table 8.2.
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Figure 8.10: Simulated distributions of transmembrane voltages (left), epicardial po-
tentials (center) and body surface potentials (right) for 3 time instants during the QRS-
complex. Simulation was performed for the healthy subject.
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Figure 8.11: Wilson lead V3 of a patient with infarction. The range considered for the
optimization of infarction location and extent is selected.

Figure 8.12: 352 sites of BSPM recording used for the reconstruction of infarction scar
in scope of PhysioNet/Computers in Cardiology Challenge 2007.
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Figure 8.13: Infarcted area found for the first patient of the PhysioNet Challenge. Trans-
verse (a) and frontal (b) slices are shown. Infarcted tissue is shown with white color.
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Figure 8.14: Wilson leads V1-V5 of the ECG of the patient #1: measured (top) and
simulated (bottom).



78 Simulation Results

Figure 8.15: Infarcted area found for the second patient of the PhysioNet Challenge.
Colors and views correspond to those in figure 8.13.
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Figure 8.16: Wilson leads V1-V5 of the ECG of the patient #2: measured (top) and
simulated (bottom).
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Case 3 Case 4
EPD 43 14
SO 0.400 0.167
CED 1 1

Table 8.2: Discrepancies between the estimation of the infarction site and size made in
this paper and the real values. EPD: the percentage discrepancy of the extent of infarctions;
SO: the overlap between the sets of segments affected by infarction (0-1, 1 is the perfect
match); CED: the distance between the centroids of estimated and real infarctions (0-4, 0
is the perfect match).

The localization error for each infarction did not exceed 1 AHA segment in each case.
Still the error of the size estimation was quite large (see table 8.2). The following reasons
might cause such an effect:

� The patient might suffer from ischemia instead of infarction;

� The assumption of a spherical infarction scar might be wrong;

� Other modeling errors might affect the quality of solution, such as errors in body
geometry, conductivity values etc.

Another problem encountered during the solution consists in a large amount of local
minima of the optimization criterion in the space of model parameters. Several different
values of parameters might lead to very similar modeling results. At least 3 different sets
of initial values were used for each patient in order to find the global minimum.

Concluding this investigation, the presented way to optimize the site and size of infarc-
tion scar is able to deliver the correct location, although the estimation of size has failed.
Still this optimization is not supposed to be used in clinical practice: the aim of the re-
search was just to prove the correctness of infarction simulation. The location of infarction
can be found from the solution of the inverse problem (see chapters 5 and 9), or from MRI
data sets with introduced contrast agent in order to be built into the electrophysiological
model of the patient’s heart. Such a model can be a useful tool for cardiologists helping
to investigate the individual anomalies of de- and repolarization of patient’s heart and to
estimate the stability of the heart function.

The results shown in this subsection were presented in [161].
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Figure 8.17: Distribution of action potential duration resulting from the optimization
of APD gradient for a healthy heart. Transmural dispersion was kept constant. Anterior
view (left) and posterolateral view (right) are shown.

8.3 T-wave of a Healthy Subject

The optimization of repolarizaton sequence for a healthy heart was performed using the
data set of the healthy subject (see section 6.1). The form of the simulated QRS-complex
had been previously optimized as described in section 8.2.

The form of the T-wave was optimized in two steps. First, a gradient of action potential
duration (APD) was introduced, its size (that is, the change of APD per 1 mm), direction
as well of the size of APD in the center of the left ventricle were optimized (see section
7.3). The transmural dispersion of APD was kept constant as determined by ten Tusscher
cell model [22] (see section 7.3, figure 7.3).

Figure 8.17 depicts the distribution of action potential duration on the surface of the
heart for this case. APD varies within the range between 280 (left ventricle anterior) and
350 (right ventricle posterobasal) ms.

Simulated Wilson leads V1-V5 resulting from the optimization of APD gradient are
shown in figure 8.18 (right). They can be compared with the measured ECG leads shown
in the same figure, left.

Three distributions of transmembrane voltage, epicardial potential and body surface
potential during the T-wave are shown in figure 8.19. The repolarization starts on the
anterior wall of the left ventricle. The software package ECGSim [33] delivers quite similar
results. Also the solutions of inverse problem show the same feature (see chapter 9).

The optimization of transmural APD dispersion did not result in major modifications
of the APD distribution. The result of this optimization is shown in figure 8.20. Figure
8.21 contains the Wilson V1-V5 leads simulated with the optimal parameters of APD
distribution (right) compared with measured data (left). The simulated distributions of
TMV, epicardial potentials and BSPMs at the beginning, in the middle and at the end of
the T-wave are shown in figure 8.22.



8.3 T-wave of a Healthy Subject 81

-0.25

-0.2

-0.15

-0.1

-0.05

 0

 0  0.2  0.4  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Wilson V1

-2

-1.5

-1

-0.5

 0

 0.5

 0  0.2  0.4  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Wilson V1

-0.6
-0.5
-0.4
-0.3
-0.2
-0.1

 0
 0.1

 0  0.2  0.4  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Wilson V2

-1.5

-1

-0.5

 0

 0.5

 1

 1.5

 0  0.2  0.4  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Wilson V2

-0.05

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0  0.2  0.4  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Wilson V3

-2
-1.5

-1
-0.5

 0
 0.5

 1
 1.5

 2
 2.5

 0  0.2  0.4  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Wilson V3

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0  0.2  0.4  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Wilson V4

-1
-0.5

 0
 0.5

 1
 1.5

 2
 2.5

 3

 0  0.2  0.4  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Wilson V4

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0  0.2  0.4  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Wilson V5

-1
-0.5

 0
 0.5

 1
 1.5

 2
 2.5

 0  0.2  0.4  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Wilson V5

Figure 8.18: Wilson leads V1-V5 of the ECG of the healthy person: measured (left) and
simulated (right). The gradient of APD was optimized in order to obtain a better T-wave.
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Figure 8.19: Simulated distributions of transmembrane voltages (left), epicardial poten-
tials (center) and body surface potentials (right) for 3 time instants during the T-wave.
Simulation was performed for the healthy subject. The repolarization sequence was mod-
ified by optimization of the APD gradient, the transmural dispersion of APD was kept
constant.
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Figure 8.20: Distribution of action potential duration resulting from the optimization of
APD gradient as well as the transmural dispersion of APD for a healthy heart. Anterior
view (left) and posterolateral view (right) are shown.

Parameter Name 1st optimization 2nd optimization
APD, endocardium 317 ms 289 ms
APD, M-cells 360 ms 321 ms
APD, epicardium 306 ms 280 ms
APD gradient, azimuth 65.6o 72.7o

APD gradient, declination 106.0o 118.5o

APD gradient, size (ms ·mm−1) 0.00251 0.00259

Table 8.3: The parameters of APD dispersion after the 1st optimization step, consisting
in the optimization of APD gradient only, and after the 2nd optimization step, where both
APD gradient and transmural APD dispersion were optimized.

The parameters of APD distributions resulting from both steps of optimization with
their optimized values are listed in table 8.3. The orientation of APD gradient has not
changed significantly after the second optimization step; both approaches show the repo-
larization of the left anterior ventricular wall first. Reconstructions in [33] also show an
earlier repolarization in the right ventricle, which could not be described by a linear ap-
proximation of APD dispersion. Still the simulated BSPMs during the T-wave strongly
resemble the measured ones (see figure 9.10 in chapter 9). Thus it can be concluded that at
least qualitatively a correct distribution of APD within a healthy heart has been achieved.
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Figure 8.21: Wilson leads V1-V5 of the ECG of the healthy person: measured (left) and
simulated (right). The gradient of APD and transmural APD dispersion were optimized
in order to obtain a better T-wave.
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Figure 8.22: Simulated distributions of transmembrane voltages (left), epicardial poten-
tials (center) and body surface potentials (right) for 3 time instants during the T-wave.
Simulation was performed for the healthy subject. The repolarization sequence was mod-
ified by optimization of the APD gradient and transmural APD dispersion.
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8.4 Change of ECG Caused by Infarction

8.4.1 Introduction

It is well known that the ischemic disease is the main cause of the ST-segment shift in
ECG. The character of this shift depends on different factors: the site and size of ischemic
region, the stage of disorder, physical activity of the patient etc. Several research groups
consider the dependence of ST-segment morphology on the geometry of the affected area
[162, 163, 164, 165, 166].

In [164] the ischemic region consisted of 3 concentric areas with mild, moderate and
severe ischemia. These tissues possessed different action potential curves, with APD de-
creasing and onset duration increasing with the severity of ischemia. The closure of left
anterior descending, left circumflex and right coronary arteries was considered. The size of
the ischemic region was not varied.

In [166] only the ST segment shifts were considered for minor subendocardial infarctions.
The change of the QRS complex was not considered.

8.4.2 Description of Simulation

In the current work 90 infarction scars surrounded with ischemic tissue are considered.
This set includes 10 different infarction locations: 1 apical, 4 around the apex and 5 basal.
These locations are shown in figure 8.23. As the heart is shown in different orientations
in order to show the infarction, the corresponding thorax view is displayed next to each
image.

Also 3 different sizes of infarction scar are considered, with diameters equal to 20, 30
and 50 mm. Three lateral infarctions (location 3) with these sizes are displayed in figure
8.24. In this figure a transverse cross-section of the heart is shown.

The third parameter being varied in this set of infarctions is the transmural location (or
”depth”) of infarction. This variation is shown in figure 8.25. Again, three lateral infarctions
with the diameter of 30 mm are shown. In the left image (”case 0”) endocardium is affected
most. The central image corresponds to a transmural infarction, the center of ischemic area
is located in the middle of the ventricle wall (”case 1”). The right image represents the
quite unusual – but still possible [15] – case of epicardial infarction (”case 2”).

The whole set of infarctions is indexed according to these parameters. In these 3-digit
indices the first digit denotes the location of infarction scar (as in figure 8.23). The second
digit represents the size of the ischemic area (see figure 8.24). Finally, the third digit
corresponds to the transmural location (”depth”) of infarction (figure 8.24).

In this notation figure 8.23 demonstrates the infarctions with indices 021, 121, ..., 921.
In figure 8.24 cases 301, 311, 321 are displayed. Finally, cases 310, 311 and 312 are shown
in figure 8.25.

In order to improve the quality of simulations, the data set of the test subject has been
employed. Excitation conduction velocities of various tissue classes as well as the APD
dispersion within the myocardium have previously been optimized as shown in sections 8.2
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Figure 8.23: Locations of simulated infarction scar used in table 8.4. The number in
the lower left corner of each image corresponds to the first digit of infarction index in the
table.
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Figure 8.24: Sizes of simulated infarction scar used in table 8.4. The number in the
lower left corner of each image corresponds to the second digit of infarction index in the
table.

Figure 8.25: Depths of simulated infarction scar (endo-, M- and epicardial locations)
used in table 8.4. The number in the lower left corner of each image corresponds to the
third digit of infarction index in the table.
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and 8.3. For each simulation step an infarction with predefined parameters is introduced
and the corresponding ”pathological” ECG is computed, from which the ”healthy” ECG
can be subtracted in order to obtain the infarction-related changes.

8.4.3 Simulation Results

The following figures demonstrate the changes of cardiac electrophysiology caused by an-
terior infarctions. The influence of a transmural anterior infarction (index 421) on the
distributions of epicardial and body surface potentials is illustrated in figure 8.26. The
change of multichannel ECG caused by this type of infarction is shown in figure 8.27.
Similar features are experimentally observed in the case of patient 4, see section 9.6.

The distributions of transmembrane voltage, epicardial potential and body surface po-
tential during the ST-segment for the case of endocardial anterior infarction (index 410)
are shown in figure 8.28. Figure 8.27 demonstrates the changes in the simulated 64-channel
ECG.

Table 8.4 sums up the results obtained in the course of simulations. The signals in
standard leads during the ST-segment are shown for 91 cases (”healthy”and 90 infarctions).
The first column of this table contains the infarction indices as described above. The
following 13 columns contain the signal amplitude in leads V1, V2, V3, V4, V5, V6,
aVF, aVR, aVL, I, II, III and Wilson Central Terminal (WCT). These signals are caused
primarily by the displacement currents flowing through the extracellular space out of the
infarcted area (which has a smaller TMV) towards the healthy myocardium.

The following notation is used in table 8.4 for the potential measured in each lead
during the ST-segment. First, for each infarction the overall amplitude of simulated ECG
(including the QRS-complex and the T-wave) in all 9 channels is found. Afterwards the
signal in each lead in the middle of the ST-segment is normalized by this overall amplitude.
If the resulting ratio is larger than 5%, which means a strong ST elevation, the (++) sign
is put into the corresponding cell of the table. For ratios between 1% and 5% (+) sign is
used. If the ratio is between -1% and +1%, 0 is written. In the case of ST-depression, (-)
or (- -) signs are used for the small and large depressions, respectively.

The locations of standard electrodes on the test subject’s thorax are shown in figure
8.30. These locations have been selected according to [12].

Table 8.4: Simulated offsets of ST-segment for different infarction locations, sizes and
depths. First column displays a 3-digit index. The first digit of this index characterizes the
location of infarction (see figure 8.23), second – size (figure 8.24), third – depth (figure 8.25).
HLTH denotes the ”healthy” case. The rest of columns contain the size of ST-segment
offset. (++) stands for the elevation of more than 5% of overall signal amplitude, (+) for
over 1%, (0) means a small offset between -1% and +1%, (-) denotes the ST depression of
less than 5%, (- -) – more than 5%.

Index V1 V2 V3 V4 V5 V6 aVF aVR aVL I II III WCT
HLTH 0 0 0 0 0 0 0 0 0 0 0 0 0
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Index V1 V2 V3 V4 V5 V6 aVF aVR aVL I II III WCT
000 + + 0 - - 0 - + 0 0 - - 0
001 0 + + + 0 0 - 0 0 0 - - 0
002 0 0 + + 0 0 0 0 0 0 0 0 0
010 + + 0 - - 0 - - + + 0 - - - - +
011 0 + + ++ + 0 - 0 0 0 0 - 0
012 0 0 + + + 0 + - 0 0 + + 0
020 + ++ ++ ++ ++ + - - + ++ + - - - - ++
021 - 0 ++ ++ ++ 0 0 - + + + 0 +
022 - - + ++ + 0 + - - + ++ + +
100 0 0 + 0 0 0 0 0 0 0 0 - 0
101 0 0 0 0 0 0 0 0 0 0 0 0 0
102 + 0 - - - 0 0 + 0 0 - 0 -
110 0 0 0 + + + - 0 + + 0 - +
111 0 0 - - - - 0 0 + 0 - - 0 -
112 + + - - - - 0 + - - - 0 -
120 0 - - - - - - 0 - 0 0 0 - - +
121 + 0 - - - - - - - - + - - - 0 -
122 + + - - - - - - - - + - - - + - -
200 + + + + 0 0 - + + 0 - - 0
201 0 + + 0 0 0 - 0 0 0 - - 0
202 0 0 0 0 0 0 0 0 0 0 0 0 0
210 + + + + 0 0 - + + 0 - - +
211 0 0 0 0 0 0 0 0 0 0 0 - +
212 - - - - 0 0 + - - 0 + + 0
220 0 + + + + + - 0 + + - - ++
221 - - 0 0 0 0 + - 0 + + + +
222 - - - - 0 0 ++ - - + ++ ++ +
300 + + + 0 - 0 - + 0 0 - - 0
301 0 + 0 0 0 0 - 0 0 0 - - 0
302 0 0 0 0 + + 0 0 0 0 0 0 0
310 + + + - - - - + 0 - - - -
311 0 + 0 - 0 + - 0 0 0 - - 0
312 - - 0 0 + + + - 0 + + 0 0
320 + + - - - - 0 - - + + - - - - - -
321 0 0 - - ++ + 0 0 + 0 0 - 0
322 - - - 0 ++ ++ + - 0 + + + +
400 0 0 - - - 0 0 0 0 0 - 0 0
401 0 0 + + 0 0 - 0 0 0 0 - 0
402 0 0 + + 0 0 0 0 0 0 0 0 0
410 + 0 - - - - - + 0 - - 0 0
411 0 0 ++ ++ + 0 - 0 + + - - 0
412 0 0 ++ ++ + + 0 0 + + 0 - 0
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Index V1 V2 V3 V4 V5 V6 aVF aVR aVL I II III WCT
420 0 0 ++ ++ 0 0 - + + 0 - - +
421 - + ++ ++ ++ + - 0 + + - - - +
422 - + ++ ++ ++ + - - + + 0 - +
500 0 + + 0 0 0 - 0 0 0 - - 0
501 0 0 + 0 0 0 0 0 0 0 0 - 0
502 0 0 0 0 0 0 0 0 0 0 0 0 0
510 0 + + + 0 0 - 0 + 0 - - +
511 0 0 0 0 0 0 0 0 0 0 0 0 +
512 0 0 0 0 0 0 0 0 0 0 0 0 0
520 - 0 + + + + 0 - + + 0 - +
521 - - 0 + + + + - 0 + + 0 +
522 - - 0 0 0 0 0 0 0 0 0 0 +
600 + + + 0 0 0 - + 0 0 - - 0
601 + + + 0 0 0 - + 0 0 - - 0
602 0 0 0 0 0 0 0 0 0 0 0 0 0
610 + + + + 0 - - + + - - - - 0
611 0 + + 0 0 0 0 0 0 0 - 0 0
612 - 0 0 0 0 + 0 - 0 0 + 0 0
620 + + + 0 - - - + 0 - - - 0
621 0 0 0 0 0 0 0 0 0 0 0 0 0
622 - 0 0 0 0 + 0 0 0 0 + 0 0
700 + + 0 0 0 0 - + 0 0 - 0 0
701 0 0 0 0 0 0 - 0 0 0 - - 0
702 0 0 0 0 0 + - 0 + 0 0 - 0
710 + + 0 - - - - + 0 - - - -
711 0 0 0 0 0 + - 0 + 0 - - 0
712 0 0 0 0 + + - 0 + + - - 0
720 + + - - 0 + - - + + 0 - - - - 0
721 0 0 0 0 + + - - + + + - - - 0
722 0 0 0 + + + - 0 + + - - - +
800 0 - - 0 0 0 0 0 0 0 0 0 0
801 0 0 0 0 0 0 0 0 0 0 - 0 0
802 + + 0 0 0 0 - + 0 0 - - 0
810 - - - 0 0 0 0 0 0 0 0 0 0
811 0 0 - - - 0 - + 0 0 - - 0
812 + + - - - 0 - + 0 0 - - 0
820 + + 0 - - - - + + - - - +
821 + + + - - - - + + - - - - +
822 + + 0 - - - - + + - - - 0
900 0 0 + 0 0 0 0 0 0 0 0 0 0
901 0 0 0 0 0 0 - 0 0 0 - 0 0
902 + + 0 0 0 0 - 0 0 0 - 0 0
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Index V1 V2 V3 V4 V5 V6 aVF aVR aVL I II III WCT
910 - 0 0 + 0 0 0 0 0 0 0 0 +
911 + 0 0 0 0 0 - + 0 0 - - 0
912 + + 0 0 0 0 - + 0 - - - -
920 0 - - 0 0 0 - 0 0 0 - - 0
921 + 0 - - - 0 - + 0 - - - -
922 + + 0 - - - - + 0 - - - -

8.4.4 Conclusions

According to the data listed in table 8.4, there exist two different mechanisms of ST-
segment offset. One of them prevails in the case of large transmural infarctions, the other
corresponds to the non-Q-wave infarctions.

It follows from the bidomain model, that any infarction independently from its size
entails a positively charged area in the ventricular myocardium. Such an area can be seen
in figure 8.26, center (infarction index 421). The surrounding tissue has a negative charge.
Thus in the case of a large transmural infarction a dipole appears directed towards the
infarction site (see figure 8.31). The BSPM reproduces this dipole, which means that there
appears an area of positive potential at the side of infarction (see figure 8.26, right). In
table 8.4 the infarction with index 421 is characterized by large positive signals in leads
V3-V5.

Let us now consider a purely endocardial infarction. The positive area is then located
at the endocardium, whereas the epicardium is negatively charged. Therefore although the
dipole vector is still oriented towards the infarction (see figure 8.32), the corresponding
BSPM shows a negative charge at the area next to the infarction site. Referring to table
8.4, infarction No. 410 is represented by negative signals in leads V3-V6, in contrast to the
transmural case (figure 8.28).

Another important conclusion from the data in table 8.4 is the existence of infarction
locations which hardly change the ST-segment of standard leads. For example, infarction
522, being quite large, causes just a minor ST-depression in the V1 and V2 leads, the
rest of the leads are unchanged. Infarction 621 does not cause any notable offset of the
ST-segment. These infarctions are located at the postero-inferior and posterior wall close
to the basis of the left ventricle, respectively. Thus the detection of these infarctions can
take place only during the QRS-complex and the T-wave. Experimental measurements for
patients 1 and 2 deliver quite similar results (see sections 9.3 and 9.4). For these patients
no ST-segment offset has been observed.
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Figure 8.26: Simulated distributions of transmembrane voltage (left), epicardial potential
(center) and body surface potential (right) in the middle of the ST-segment for a patient
suffering from transmural anterior infarction (index 421).
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Figure 8.27: Simulated 64-channel ECG for a patient with transmural anterior infarction
(left); change of ECG caused by infarction (right). The dotted line in the simulated ECG
marks the time instant at which the distributions in figure 8.26 are shown.
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Figure 8.28: Simulated distributions of transmembrane voltage (left), epicardial potential
(center) and body surface potential (right) in the middle of the ST-segment for a patient
suffering from endocardial anterior infarction (index 410).
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Figure 8.29: Simulated 64-channel ECG for a patient with endocardial anterior infarction
(left); change of ECG caused by this infarction (right). The dotted line marks the time
instant at which the distributions in figure 8.28 are shown.

Figure 8.30: Electrode locations selected for the measurement of standard leads.
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Figure 8.31: Dipole orientation for the case of a transmural infarction. Blue color repre-
sents the negatively charged healthy myocardium, infarcted area has a positive potential
(red). Black arrows represent the orientation of local dipoles towards the infarcted area.
Thick white arrow shows the global dipole orientation towards the body surface.

Figure 8.32: Dipole orientation for the case of an endocardial infarction. Blue color rep-
resents the negatively charged healthy myocardium, infarcted area has a positive potential
(red). Black arrows represent the orientation of local dipoles towards the infarcted area.
Thick white arrow shows the global dipole orientation backwards from the body surface.
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Chapter 9

Reconstruction Results

9.1 Introduction

One test subject and 7 patients listed in section 6.1 were involved to test different meth-
ods of inverse problem solution. For each subject a finite element mesh representing the
thorax anatomy was created. These meshes contain typically about 100,000 nodes and
600,000 tetrahedra. The average distance between nodes varies between 2 mm within the
ventricular myocardium and up to 20 mm in large homogeneous organs. This leads to the
optimal balance between memory consumption and resolution of the model.

The averaging of multiple ECG cycles in each channel was performed in order to sup-
press uncorrelated measurement noise. For several patients one channel delivered attenu-
ated and strongly distorted signals, in that cases the channel was ignored.

Each data set contains the fiber orientation within the ventricular myocardium. The
importance of this information is disputed (see, e.g., [167] for activation time imaging).
Still the results shown in sections 7.4 (especially figure 7.7) and 8.1 prove that for the
same distribution of TMV different BSPMs can be obtained depending on the anisotropy
of cardiac muscle.

The inverse problem of electrocardiography is solved at least 5 times for each subject.
Epicardial potentials are reconstructed using GMRes as well as Tikhonov-Greensite 0-
order (TG0) regularization methods. The distributions of transmembrane voltages are
reconstructed using GMRes, TG0 and Tikhonov-Greensite 2-order (TG2) regularization
methods.

As these distributions have not been measured directly, the correlation between the
distributions of cardiac sources reconstructed with different methods is calculated for each
patient. It is assumed that a better correlation means a higher quality of the solution.
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Figure 9.1: Test subject. Results of segmentation of the subject’s heart (right) compared
with the original SAX MRI data set (left). Top: near the ventricular base; bottom: near
the apex.

9.2 Test Subject

9.2.1 Description of Subject and Segmentation Results

Test subject, M.H., male, age 20, healthy. The MRI scan of his heart in diastolic state has
the resolution of 2.27× 2.27× 4 mm3, that of his thorax – 5× 5× 5 mm3. The anatomical
model of his heart is compared with the original MRI data in figure 9.1. The volume
conductor model segmented from a thorax MRI data set is compared with this data set in
figure 9.2.

The anatomical model of the heart resulting from the segmentation has the resolution
of 0.5× 0.5× 0.5 mm3. The volume conductor model contains 109,054 nodes and 675,098
tetrahedra, the average distance between nodes varies from 2 mm within the ventricles to
10 mm elsewhere.

9.2.2 Measurement of Body Surface Potential Maps

During the measurement of his ECG the sample rate was set to 256 Hz. The resulting
ECG is shown in figure 9.3. Six dotted vertical lines represent the time points at which
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Figure 9.2: Test subject. Anatomical model of the subject’s thorax (right) compared
with the original data set (left).

the reconstructed results are shown.
The standard ECG leads are shown in figure 9.4. As there has been no electrode among

the 64 channel located near to the Wilson V6 lead, this lead is not shown.
Body surface potential maps at the beginning, in the middle and at the end of the

QRS-complex interpolated on the whole surface of the thorax are shown in figure 9.5. The
blue color corresponds to the potential of -500 µV , the red color denotes the potential of
+500 µV . Equipotential lines are shown for the potential values of -500, -300, -100, +100,
+300 and +500 µV .

BSPM for the beginning, middle and end of the T-wave are shown in figure 9.10. The
color scale covers the range between -0.15 and +0.15 mV , with equipotential lines displayed
for -0.15, -0.05, +0.05, +0.15 mV .

9.2.3 Reconstruction of the Cardiac Sources

Two equivalent models of cardiac sources have been considered. Epicardial potentials were
reconstructed using GMRes as well as Tikhonov-Greensite 0-order (TG0) regularization
methods. The reconstructed distributions of epicardial potentials on the anterior surface
during the QRS-complex are shown in figure 9.6. The color scale in this figure represents
the range between -4 and 4 mV . Equipotential lines correspond to the potential values of
-4, -2.4, -0.8, +0.8, +2.4 and +4 mV .

The same distribution from the posterolateral direction is shown in figure 9.7. As the
information from this part of the heart is strongly distorted due to a larger distance to
measurement electrodes, the reconstructed signals are smooth and weakened. The color
range covers the EP values between -0.5 and +0.5 mV , isolines are shown for -0.5, -0.3,
-0.1, +0.1, +0.3 and +0.5 mV .

Figure 9.11 demonstrates the distributions of epicardial potentials during the T-wave,
anterior view. The color scale covers the range from -1 to +1 mV , with equipotential lines
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at -1, -0.6, -0.2, +0.2, +0.6, +1 mV .
The posterolateral view of the heart with the distribution of EP during the T-wave is

shown in figure 9.12. The color range is between -0.5 and +0.5 mV , with isolines at -0.5,
-0.3, ..., +0.5 mV .

The correlation between the distributions of EP reconstructed using the both regulari-
zation methods for the whole time range is shown in figure 9.15, left.

Three different regularization methods were employed to reconstruct the distributions
of transmembrane voltages (TMV): GMRes, TG0 and Tikhonov-Greensite 2-order (TG2).
The reconstruction results for the QRS-complex (anterior view) are shown in figure 9.8.
The color scale covers the TMV range between -10 and +10 mV , equipotential lines are
shown for the potential values of -10, -6, -2, +2, +6 and +10 mV .

From the posterolateral direction the distributions of TMV during the QRS-complex
are shown in figure 9.9. The color scale includes values from -5 to +5 mV , with isolines at
-5, -3, ..., +5 mV .

The changes of TMV during the T-wave at the anterior side of the heart are shown in
figure 9.13. Here the color range covers from -3 to +3 mV , with isolines at -3, -1, +1 and
+3 mV . The posterolateral side of the heart is shown in figure 9.14, color scale from -1.5
to +1.5 mV , isolines at -1.5, -0.5, +0.5, +1.5 mV .

The correlation was computed between the reconstructed TMV using TG0 vs. GMRes
regularization methods (figure 9.15, center) as well as TG0 vs. TG2 methods (figure 9.15,
right). The orientations of the thorax corresponding to the anterior and posterolateral
views of the heart are shown in figure 9.16.

The same sets of reconstructed distributions will also be shown for all the processed
patients. The diagnosis is to be derived from the comparison between the reconstructed
distributions of cardiac sources for the specific patient and those for the healthy subject.

9.2.4 Conclusions

According to figure 9.15, the best and the most reliable correspondence between the solu-
tions obtained using different regularization methods is achieved during the repolarization
phase of the heart cycle. This can be easily explained: the depolarization front has a rel-
atively small spatial spread of several mm, the corresponding spatial frequencies are quite
high thus being strongly suppressed by the regularization.

During the repolarization phase, on the other hand, the distributions of transmembrane
voltages are quite smooth (e.g. in figure 7.2). Thus they can be consistently reconstructed
using the employed regularization methods.

Considering the repolarization of the heart in figures 9.11 and 9.13, it can be seen
that the repolarization starts at the base of the right ventricle as well as on the epicardial
anterior surface of the left ventricle, which is in a good correspondence with the results
obtained by van Oosterom in [33].

Also the model-based approach shown in chapter 8 delivers results quite similar to those
shown in this section.
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Figure 9.3: Test subject. ECG recorded with 64 measurement electrodes. Vertical dotted
lines represent the time points at which the reconstruction was performed.
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Figure 9.4: Test subject. Einthoven, Goldberger and Wilson standard leads are shown.
There was no lead among the electrodes near enough to the standard electrode location
V6.
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Figure 9.5: Test subject. Body surface potential maps (BSPM) during the QRS-complex.

Figure 9.6: Distributions of EP reconstructed from the measured BSPMs using GMRes
(top) as well as TG0 (bottom) regularizations for the QRS-complex. Anterior view.

Figure 9.7: Distributions of EP reconstructed from the measured BSPMs using GMRes
(top) as well as TG0 (bottom) regularizations for the QRS-complex. Posterolateral view.
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Figure 9.8: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations for the QRS-complex.
Anterior view.

Figure 9.9: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations for the QRS-complex.
Posterolateral view.
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Figure 9.10: Test subject. BSPM during the T-wave.

Figure 9.11: Distributions of EP reconstructed from the measured BSPMs using GMRes
regularization (top) as well as TG0 regularization (bottom) during the T-wave. Anterior
view.

Figure 9.12: Distributions of EP reconstructed from the measured BSPMs using GMRes
regularization (top) as well as TG0 regularization (bottom) during the T-wave. Postero-
lateral view.
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Figure 9.13: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations during the T-wave.
Anterior view.

Figure 9.14: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations during the T-wave.
Posterolateral view.
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Figure 9.15: Test subject. Correlation between the reconstructed EP using GMRes vs.
TG0 regularizations (left); between TMV distributions using GMRes vs. TG0 regulariza-
tions (center); using TG2 vs. TG0 regularizations (right).

Figure 9.16: Test subject. Thorax orientation corresponding to that of the heart: ante-
rior view (left), posterior view (right).
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Figure 9.17: Patient 1. Results of segmentation of the subject’s heart (right) compared
with the original SAX MRI data set (left). Top: near the ventricular base; bottom: near
the apex.

9.3 Patient 1

9.3.1 Description of the Patient and Segmentation Results

Patient 1, E.L., male, age 63, an old posterior infarction is diagnosed. Resolution of the
heart MRI data set was 2.27 × 2.27 × 4 mm3, thorax – 4 × 4 × 4 mm3. The anatomical
model of the patient’s heart is compared with the original MRI data in figure 9.17, the
segmentation of the thorax is shown in figure 9.18.

The anatomical model of the heart was created with the resolution of 1 × 1 × 1 mm3

and contained 249,434 excitable voxels. The atria were not segmented due to the lacking
resolution of MRI data.

The finite element mesh of the thorax model contains 89,107 nodes and 544,421 tetrahe-
dra, with 51,549 nodes belonging to the ventricular myocardium, with the average distance
between nodes of 2 mm in this area. This model includes heart, lungs, liver, stomach,
spleen and kidneys.
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Figure 9.18: Patient 1. Anatomical model of the subject’s thorax (right) compared with
the original data set (left).

9.3.2 Measurement of BSPM

The 64-channel ECG was recorded with the BioSemi system. The sample rate was set to
2048 Hz. A plot with all the channels of ECG is shown in figure 9.19. In this figure the
time points are shown, at which the inverse problem solutions are presented.

The standard leads of ECG are shown in figure 9.20. The ECG was recorded during
200 s, single ECG cycles were cut out, superimposed and averaged as described in section
6.3.

The BSPM at the beginning, in the middle and at the end of QRS complex, interpolated
on the surface of the mesh, are shown in figure 9.21. Same potential distributions during
the T-wave are shown in figure 9.26. The potential distributions during the T-wave are
shown with a smaller color range than those during the QRS-complex, as the amplitude of
the T-wave in this case was much smaller.

The comparison between the BSPMs of a healthy subject (figure 9.5) and those of this
patient shows that the orientation of the cardiac dipole is higher for the patient, with a
larger change during the QRS. According to [38], this is a typical sign of a posteroinferior
infarction.

The distribution of body surface potentials during the T-wave do not show any clear
differences. As the infarction scar is quite old, no visible offset of the ST-segment is
detected.

9.3.3 Reconstruction Results

The correlation between the solutions of inverse problem employing different regularization
methods for this patient (figure 9.31) is quite high both during the QRS-complex and the
T-wave, thus an assumption could be made that the solution is correct for the both time
intervals.
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Figure 9.19: Patient 1. ECG recorded with 64 measurement electrodes. Vertical dotted
lines represent the time points at which the reconstruction was performed.
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Figure 9.20: Patient 1. Locations of the standard leads; 64-channel ECG; standard leads,
measured on the test subject 2. There was no lead among the electrodes near enough to
the standard electrode location V4.



112 Reconstruction Results

Figures 9.22 and 9.23 show the reconstructed distributions of epicardial potentials
during the QRS-complex – anterior and posterior views, correspondingly. Different color
scales were chosen for these views, from -3 to +3 mV for the anterior and from -1.5 to +1.5
mV for the posterior view. The reason consists in the absence of measurement electrodes
on the back of the patient. Thus the sources in the posterior part of the heart are strongly
smoothed by the regularization.

In figures 9.24 and 9.25 the reconstructed distributions of TMV are depicted also on
the anterior and posterior sides of the heart. In this case it was possible to use the same
color scale in the both cases – from -5 to +5 mV .

The distributions of epicardial potentials during the T-wave are shown in figures 9.27
and 9.28 (again, anterior and posterior views, correspondingly.) The color scale was chosen
between -1 and +1 mV for the anterior and between -0.5 and +0.5 mV for the posterior
view.

Finally, the distributions of TMV during the T-wave for the both views are shown in
figures 9.29 and 9.30. In the both cases the color scale was chosen between -1 and +1 mV .

Figure 9.32 shows the thorax observed from the directions corresponding to the anterior
and posterior views of the heart. This figure is provided for better understanding of the
heart orientation.

9.3.4 Conclusions

A large positive area at the lateral side of the left ventricle can be seen, quite similar to
that in the case of the healthy subject (see figure 9.6). Still a small area with positive
epicardial potentials can be distinguished in the posterior view, which might correspond
to the infarction scar.

Considering the reconstructed distributions of transmembrane voltages for the same
time interval in figures 9.24 and 9.25, the same area appears to possess a smaller TMV
than the regions around it.

The same region remains suspicious during the T-wave. Figures 9.28 and 9.30 show an
area with a lower TMV (and, correspondingly, with a higher EP). Thus an infarction in
this region can be assumed.
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Figure 9.21: Patient 1. Body surface potential maps (BSPM) during the QRS-complex.

Figure 9.22: Distributions of EP reconstructed from the measured BSPMs using GMRes
(top) as well as TG0 (bottom) regularizations. Anterior view.

Figure 9.23: Distributions of EP reconstructed from the measured BSPMs using GMRes
(top) as well as TG0 (bottom) regularizations. Posterior view.
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Figure 9.24: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations. Anterior view.

Figure 9.25: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations. Posterior view.
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Figure 9.26: Patient 1. BSPM during the T-wave.

Figure 9.27: Distributions of EP reconstructed from the measured BSPMs using GMRes
regularization (top) as well as TG0 regularization (bottom). Anterior view.

Figure 9.28: Distributions of EP reconstructed from the measured BSPMs using GMRes
regularization (top) as well as TG0 regularization (bottom). Posterior view.
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Figure 9.29: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations. Anterior view.

Figure 9.30: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations. Posterior view.
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Figure 9.31: Patient 1. Correlation between the reconstructed EP using GMRes vs. TG0
regularizations (left); between TMV distributions using GMRes vs. TG0 regularizations
(middle); using TG2 vs. TG0 regularizations (right).

Figure 9.32: Patient 1. Thorax orientation corresponding to that of the heart: anterior
view (left), posterior view (right).



118 Reconstruction Results

Figure 9.33: Patient 2. Results of segmentation of the subject’s heart (right) compared
with the original SAX MRI data set (left). Top: near the ventricular base; bottom: near
the apex.

9.4 Patient 2

9.4.1 Description of the Patient and Segmentation Results

Patient 2, P.K., male, age 61, posterior and posterolateral infarctions are diagnosed. Res-
olution of the heart MRI data set was 2.27× 2.27× 4 mm3, thorax – 4× 4× 4 mm3.

The anatomical model of the heart has the resolution of 1 × 1 × 1 mm3 and contains
279374 excitable voxels. This model does not include atria. In figure 9.33 the model is
compared with the original MRI data.

The finite element model of the patient’s thorax contains 84,611 nodes and 516,712
tetrahedra. The resolution of the mesh reproducing myocardial tissue is 2 mm. Lungs,
heart, liver, spleen, stomach and kidneys are included. A cross section of the segmented
thorax as well as the corresponding MR image are shown in figure 9.34.

9.4.2 Measurement of BSPM

The 64-channel ECG was recorded with the BioSemi system. The sample rate was set to
2048 Hz. A plot with all the channels of ECG as well as the standard leads of ECG are
shown in figure 9.35. The ECG was recorded during 200 s. The same averaging procedure
was performed to filter out the measurement noise.
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Figure 9.34: Patient 2. Anatomical model of the subject’s thorax (right) compared with
the original data set (left).

It can be clearly seen in figure 9.35, that one electrode has delivered a strongly attenu-
ated signal distorted with a large noise. This might be caused by a poor electrical contact
between the electrode and body surface or by some hardware problem. This channel was
not used for reconstruction of cardiac sources.

Six vertical dotted lines in this figure indicate the time points at which the BSPMs as
well as the corresponding solutions of inverse problem of electrocardiography are shown.

From the set of 64 electrodes those located near the standard locations were selected,
standard leads (Wilson, Goldberger and Einthoven) are shown in figure 9.36.

Figure 9.37 shows measured BSPMs at the beginning, in the middle and at the end of
the QRS-complex. Body surface potential distributions during the T-wave are shown in
figure 9.37.

9.4.3 Reconstruction Results

The correlation between the results provided by different regularization methods (figure
9.47) has its maxima during the QRS-complex and T-wave, reaching 0.7 for epicardial
potentials and up to 0.9 during the T-wave for TMV distributions. If the measured signal
is small, the correlation is small as well, because the reconstructed distribution is primarily
defined by the measurement noise.

Figures 9.38 and 9.39 represent the reconstructed distributions of epicardial potentials
during the T-wave observed from anterior and posteriorlateral directions, respectively. The
color scale includes the range between -1.5 and +1.5 mV for the anterior view and from
-0.75 to +0.75 mV for the posterolateral view.

The reconstructed distributions of TMV during the QRS-complex are shown in figures
9.40 and 9.41 – anterior and posterolateral views, respectively. The color scale includes the
range between -3 and +3 mV .

The distributions of epicardial potentials during the T-wave are shown in figures 9.43
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Figure 9.35: Patient 2. ECG recorded with 64 measurement electrodes. One chan-
nel (shown with a green line) obviously delivers a distorted signal. Vertical dotted lines
represent the time points at which the reconstruction was performed.
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Figure 9.36: Patient 2. Locations of the standard leads; 64-channel ECG; standard leads.
There was no lead among the electrodes near enough to the standard electrode location
V5.
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and 9.44. In this case the color scale covers the range between -1.5 and +1.5 mV for the
anterior view (figure 9.43), whereas the in the posterior view the range is from -0.75 to
+0.75 mV .

In figures 9.45 and 9.46 the distributions of TMV during the T-wave are shown. In
both figures the color scale is chosen to include the range between -3 and +3 mV .

Figure 9.48 demonstrates the thorax of the patient observed from the same direction
as the heart in anterior and posterolateral views.

9.4.4 Conclusions

As the correlation in figure 9.47 is quite high (almost 1.0 for TMV reconstruction using
GMRes vs. TG0) during the T-wave, the search for pathological details should be started
for this phase of cardiac cycle. Comparing the EP distributions in figure 9.43 with those
reconstructed for the healthy subject (figure 9.11), no major differences on the anterior
side of the heart can be found. The same observation is true for the TMV distributions
(figures 9.45 and 9.13).

The comparison of the posterolateral EP distributions for the patient (figure 9.44) with
those for the healthy subject (figure 9.12) reveals a large positive area on the posterior
side of the patient’s heart, marked in figure 9.44 with arrows. This area is surrounded
with a region with negative potential, thus the TMV in this area is lower then that in the
surrounded myocardium. This abnormality is not observed for the healthy heart.

The same area remains suspicious in figure 9.46, where the directly reconstructed TMV
distributions are shown. Thus a posterior infarction can be assumed. It corresponds to the
clinical diagnosis for this patient (see table 6.1).

The second, posterolateral infarction could not be observed, as the lateral wall does not
seem to be affected.

The reconstruction of equivalent cardiac sources during the depolarization phase does
not deliver reliable results, the correlation is quite low. Still a positive change of EP can
be observed on the posterior side of the patient’s heart relatively to the healthy subject
(see figures 9.39 vs. 9.7) at the end of the QRS complex. This supports the assumption of
a posterior infarction.
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Figure 9.37: Patient 2. Body surface potential maps (BSPM) during the QRS-complex.

Figure 9.38: Distributions of EP reconstructed from the measured BSPMs using GMRes
(top) as well as TG0 (bottom) regularizations shown in anterior view.

Figure 9.39: Distributions of EP reconstructed from the measured BSPMs using GMRes
(top) as well as TG0 (bottom) regularizations observed from posterolateral direction.
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Figure 9.40: The change of TMV distributions reconstructed from the measured BSPMs
using GMRes (top), TG0 (middle) as well as TG2 (bottom) regularizations during the
QRS-complex. Anterior view.

Figure 9.41: The change of TMV distributions reconstructed from the measured BSPMs
using GMRes (top), TG0 (middle) as well as TG2 (bottom) regularizations during the
QRS-complex. Posterolateral view.



9.4 Patient 2 125

Figure 9.42: Patient 2. The change of BSPM during the T-wave.

Figure 9.43: Distributions of EP reconstructed from the measured BSPMs using GMRes
regularization (top) as well as TG0 regularization (bottom) during the T-wave. Anterior
view.

Figure 9.44: Distributions of EP reconstructed from the measured BSPMs using GMRes
regularization (top) as well as TG0 regularization (bottom) during the T-wave. Postero-
lateral view.
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Figure 9.45: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations during the T-wave.
Anterior view.

Figure 9.46: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations during the T-wave.
Posterolateral view.
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Figure 9.47: Patient 2. Correlation between the reconstructed EP using GMRes vs. TG0
regularizations (left); between TMV distributions using GMRes vs. TG0 regularizations
(middle); using TG2 vs. TG0 regularizations (right).

Figure 9.48: Patient 2. Thorax orientation corresponding to that of the heart: anterior
view (left), posterolateral view (right).
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Figure 9.49: Patient 3. Results of segmentation of the subject’s heart (right) compared
with the original SAX MRI data set (left). Top: near the ventricular base; bottom: near
the apex.

9.5 Patient 3

9.5.1 Description of the Patient and Segmentation Results

Patient 3, H.S., male, age 43, dilative cardiomyopathy caused by myocarditis was diag-
nosed. The SAX MR-image of the heart was provided with the resolution of 2.27×2.27×5.5
mm3. The image of the thorax had the resolution of 4× 4× 5 mm3.

Figure 9.49 shows the anatomical model of the heart compared with the original MRI
data set. The segmentation of the patient’s thorax is demonstrated in figure 9.50.

The resulting model of the patient’s heart possesses the resolution of 1×1×1 mm3 and
contains 579,237 excitable voxels. The atria has not been segmented, a region filled up with
blood has been created instead in order to obtain a similar distribution of conductivity.

Due to the dilation of the heart a finite element mesh has been created with a relatively
large number of nodes: 141,595 nodes and 860,735 tetrahedra. In this way the average
distance between nodes within myocardium is sustained at 2 mm. The resulting volume
conductor contains heart, lungs, liver, muscles and fat (see figure 9.50).
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Figure 9.50: Patient 3. Anatomical model of the subject’s thorax (right) compared with
the original data set (left).

9.5.2 Measurement of BSPM

The 64-channel BSPM was recorded during 200 s, with the sample rate of 2048 Hz. In
each channel single heart cycles were cut out, superimposed and averaged as described in
section 6.3. The resulting ECG is shown in figure 9.51. Dotted vertical lines mark the time
points, at which the BSPMs and reconstruction results are shown.

Figure 9.52 demonstrates 12 standard leads obtained from the multichannel ECG mea-
surement. As there was no electrode near the V3 Wilson lead location, this lead was not
built.

The ECG is characterized by a large duration of the QRS-complex (about 180 ms) due
to the dilation of ventricles. The ST-segment offset is significant.

The potential distributions on the thorax surface during the QRS-complex are shown
in figure 9.53, during the T-wave – in figure 9.53. The color scale covers the range between
-0.5 and +0.5 mV for the QRS-complex and from -0.3 to +0.3 mV for the T-wave.

9.5.3 Reconstruction Results

The results of EP and TMV reconstructions are shown in figures 9.54-9.62. Table 9.1
contains short descriptions, color ranges as well as the values for equipotential lines used
for these figures.

Figure 9.63 represents the correlation between the distributions of EP and TMV ob-
tained using different regularization techniques. The correlation between the EP distribu-
tions reconstructed with GMRes and TG0 regularization is high (about 0.9) during both
the QRS-complex and T-wave. The TMV distributions resulting from GMRes and TG0
are quite near during the T-wave and at the end of the QRS-complex. The results obtained
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Figure 9.51: Patient 3. ECG recorded with 64 measurement electrodes. Vertical dotted
lines represent the time points at which the reconstruction was performed.
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Figure 9.52: Patient 3. Locations of the standard leads; 64-channel ECG; standard leads.
There was no lead among the electrodes near enough to the standard electrode location
V3.
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Figure Description Color Range Equipotential Lines
9.53 BSPM during QRS -0.5..+0.5 -0.45, -0.15, +0.15, +0.45
9.54 EP during QRS anterior -2..+2 -1.5, -0.5, +0.5, +1.5
9.55 EP during QRS posterior -2..+2 -1.5, -0.5, +0.5, +1.5
9.56 TMV during QRS anterior -5..+5 -5, -3, -1, +1, +3, +5
9.57 TMV during QRS posterior -5..+5 -5, -3, -1, +1, +3, +5
9.58 BSPM during T-wave -0.3..+0.3 -0.3, -0.1, +0.1, +0.3
9.59 EP during T-wave anterior -2..+2 -1.5, -0.5, +0.5, +1.5
9.60 EP during T-wave posterior -2..+2 -1.5, -0.5, +0.5, +1.5
9.61 TMV during T-wave anterior -5..+5 -5, -3, -1, +1, +3, +5
9.62 TMV during T-wave posterior -5..+5 -5, -3, -1, +1, +3, +5

Table 9.1: A short description, color range in mV, equipotential line values in mV for
each of the figures representing the reconstruction results for patient 3.

using TG2 are obviously overregularized.
In figure 9.64 the orientations of thorax corresponding to the anterior and posterolateral

views of the heart are shown.

9.5.4 Conclusions

The excitation conduction velocity of the left ventricular myocardium is significantly de-
creased for this patient. Comparing the three time instants of the QRS-complex shown in
figures 9.54 for epicardial potentials and 9.56, a clear drift of the excitation front towards
the lateral wall of the left ventricle can be observed. Although the posterior distributions
of EP and TMV (figures 9.55 and 9.57, respectively) are very smooth, the same tendency
can be observed as well.

The repolarization sequence is clearly the same: the repolarized area, which has a
lower TMV and higher EP, is obviously growing towards the lateral side of the left ven-
tricle, whereas for a normal heart the excitation and relaxation sequences are nearly op-
posite. This can be seen directly in figure 9.52 containing the standard leads of ECG: the
QRS-complex and the T-wave have almost everywhere opposite polarities, whereas for the
healthy subject (figure 9.4) they are equally polarized.
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Figure 9.53: Patient 3. Body surface potential maps (BSPM) during the QRS-complex.
Time points are indicated in figure 9.51.

Figure 9.54: Distributions of EP reconstructed from the measured BSPMs using GMRes
(top) as well as TG0 (bottom) regularizations during the QRS-complex shown in anterior
view.

Figure 9.55: Distributions of EP reconstructed from the measured BSPMs using GM-
Res (top) as well as TG0 (bottom) regularizations during the QRS-complex shown from
posterolateral direction.
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Figure 9.56: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations during the QRS-complex
shown in anterior view.

Figure 9.57: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations during the QRS-complex.
Posterolateral view.
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Figure 9.58: Patient 3. BSPM during the T-wave.

Figure 9.59: Distributions of EP reconstructed from the measured BSPMs using GMRes
regularization (top) as well as TG0 regularization (bottom) during the T-wave shown in
anterior view.

Figure 9.60: Distributions of EP reconstructed from the measured BSPMs using GMRes
regularization (top) as well as TG0 regularization (bottom) during the T-wave. Postero-
lateral view.
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Figure 9.61: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations during the T-wave shown
in anterior view.

Figure 9.62: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations during the T-wave.
Posterolateral view.
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Figure 9.63: Patient 3. Correlation between the reconstructed EP using GMRes vs. TG0
regularizations (left); between TMV distributions using GMRes vs. TG0 regularizations
(middle); using TG2 vs. TG0 regularizations (right).

Figure 9.64: Patient 3. Thorax orientation corresponding to that of the heart: anterior
view (left), posterolateral view (right).
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Figure 9.65: Patient 4. Results of segmentation of the subject’s heart (right) compared
with the original SAX MRI data set (left). Top: near the ventricular base; bottom: near
the apex.

9.6 Patient 4

9.6.1 Description of the Patient and Segmentation Results

Patient 4, P.H., male, age 54, a new anterior infarction is diagnosed. Resolution of the
heart MRI data set is 2.27× 2.27× 4 mm3, thorax – 4× 4× 4.69 mm3. Merging problems
were experienced during the segmentation of these data sets, as their global coordinate
systems did not match. Thus the resulting heart model had to be ”shifted” in order to fit
into the thorax. The segmentation of the heart is shown in figure 9.65, that of the thorax
in figure 9.66.

Another cardiac MRI data set has been made with a contrast agent (gadolinium) intro-
duced in order to reveal the location of infarction. In this way the quality of reconstruction
can be estimated. Several slices with segmented infarction scar are shown in figure 9.67.

The anatomical model of the heart has been created with the resolution of 1 × 1 × 1
mm3 and contains 275,243 excitable voxels. The atria have been segmented schematically.

The finite element model of volume conductor contains 85,390 nodes and 524,539 tetra-
hedra. The average distance between nodes in ventricular myocardium is 2 mm. The
model contains lungs, heart, liver, muscles and fat.
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Figure 9.66: Patient 4. Anatomical model of the subject’s thorax (right) compared with
the original data set (left).

Figure 9.67: Patient 4. MRI images of the heart with the infarction scar revealed using
a contrast agent (gadolinium).
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Figure 9.68: Patient 4. ECG recorded with 64 measurement electrodes. Vertical dotted
lines represent the time points at which the reconstruction was performed.

9.6.2 Measurement of BSPM

The 64-channel ECG was recorded with the BioSemi system. The sample rate was set to
2048 Hz. The ECG was recorded during 200 s, single ECG cycles were cut out, superim-
posed and averaged as described in section 6.3. The resulting set of ECG curves including
the QRS-complex and T-wave is shown in figure 9.68.

Figure 9.69 shows the standard leads of the measured ECG. As there was no electrode
located near enough to the standard location of V1, the corresponding ECG lead is not
shown.

BSPMs at the beginning, in the middle and at the end of the QRS complex is shown
in figure 9.70. The potential distributions on the body surface during the ST-segment and
T-wave are shown in figure 9.75. The corresponding time points are marked in figure 9.68.

9.6.3 Reconstruction Results: Tikhonov-Greensite, GMRes

The distributions of epicardial potentials and transmembrane voltages for patient 4 are
shown in figures 9.71-9.79. Table 9.2 contains the information about these figures such
as short descriptions, color scales and the values at which the isolines are shown. The
distributions of TMV during the T-wave obtained using the GMRes regularization have a
smaller amplitude, so different color scales have been chosen.
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Figure 9.69: Patient 4. Locations of the standard leads; 64-channel ECG; standard leads.
There was no lead among the electrodes near enough to the standard electrode location
V1.
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Figure Description Color Range Equipotential Lines
9.70 BSPM during QRS -0.3..+0.3 -0.3, -0.1, +0.1, +0.3
9.71 EP during QRS anterior -5..+5 -5, -3, -1, +1, +3, +5
9.72 EP during QRS posterior -5..+5 -5, -3, -1, +1, +3, +5
9.73 TMV during QRS anterior -10..+10 -10, -6, -2, +2, +6, +10
9.74 TMV during QRS posterior -10..+10 -10, -6, -2, +2, +6, +10
9.75 BSPM during T-wave -0.05..+0.05 -0.05, -0.03, ..., +0.05
9.76 EP during T-wave anterior -1.5..+1.5 -1.5, -0.5, +0.5, +1.5
9.77 EP during T-wave posterior -1.5..+1.5 -1.5, -0.5, +0.5, +1.5
9.78 TMV during T-wave anterior -5(-3)..(+3)+5 (-5,) -3, -1, +1, +3(, +5)
9.79 TMV during T-wave posterior -5(-3)..(+3)+5 (-5,) -3, -1, +1, +3(, +5)

Table 9.2: A short description, color range in mV, equipotential line values in mV for
each of the figures representing the reconstruction results for patient 4. The distributions
of TMV during the T-wave are shown with a smaller color range for GMRes than for other
regularization methods

Figure 9.80 represents the change of correlation between the cardiac sources computed
with different regularization techniques. The reconstruction of epicardial potentials results
in the correlation of about 0.9 during the whole heart cycle. TMV is reconstructed with a
worse quality.

The orientation of thorax corresponding to that of the heart in anterior and postero-
lateral views is shown in figure 9.81.

9.6.4 Reconstruction Results: MAP-Regularization

As the exact location and size of infarction scar for this patient is known from late enhance-
ment MRI data set, it is interesting to try out the maximum a posteriori regularization.
In order to perform this computation, the following steps have been made.

First, a statistical basis has been created using the cellular automaton based cardiac
model. This basis includes the simulation results (containing transmembrane voltage dis-
tributions, potential distributions for the whole thorax as well as simulated ECG) for 60
different configurations of infarction scar. Considered have been 10 infarction locations (1
apical, 4 around the apex and 5 around the basis of the left ventricle), 2 sizes (40 and 60
mm) and 3 depths (located mostly at endocardium, midmyocardium or epicardium). The
development of such basis has been described in section 8.4 in more detail.

Second, a compound vector of 7 sequential TMV distributions during the ST-segment
has been created for each configuration of infarction scar, as described in subsection 5.3.5.
The covariance matrix of a priori estimations Cx has been computed out of these vectors.
The covariance matrix of noise Ce is assumed to be diagonal and include the estimated size
of noise and systematic errors equal to 1 mV 2.

Afterwards the estimator H has been computed and the inverse problem has been
solved. The resulting TMV distribution in the middle of the ST-segment is shown in figure
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Figure 9.70: Patient 4. Body surface potential maps (BSPM) during the QRS-complex.
The time instants are marked in figure 9.68.

Figure 9.71: Distributions of EP reconstructed from the measured BSPMs using GMRes
(top) as well as TG0 (bottom) regularizations. Anterior view.

Figure 9.72: Distributions of EP reconstructed from the measured BSPMs using GMRes
(top) as well as TG0 (bottom) regularizations. Posterolateral view.
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Figure 9.73: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations. Anterior view.

Figure 9.74: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations. Posterolateral view.
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Figure 9.75: Patient 4. BSPM during the T-wave. Time points t = 0.679, 0.718, 0.757
s are shown.

Figure 9.76: Distributions of EP reconstructed from the measured BSPMs using GMRes
regularization (top) as well as TG0 regularization (bottom). Anterior view.

Figure 9.77: Distributions of EP reconstructed from the measured BSPMs using GMRes
regularization (top) as well as TG0 regularization (bottom). Posterolateral view.
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Figure 9.78: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations. Anterior view.

Figure 9.79: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations. Posterolateral view.
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Figure 9.80: Patient 4. Correlation between the reconstructed EP using GMRes vs. TG0
regularizations (left); between TMV distributions using GMRes vs. TG0 regularizations
(middle); using TG2 vs. TG0 regularizations (right).

Figure 9.81: Patient 4. Thorax orientation corresponding to that of the heart: anterior
view (left), posterolateral view (right).
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Figure 9.82: Distribution of transmembrane voltages reconstructed using the spatio-
temporal maximum a posteriori regularization method for the middle of the ST-segment.
Anterior view of the heart (left) and a transverse cross section (right) are shown.

9.82.

9.6.5 Conclusions

For this patient the best correlation was between the EP obtained using the GMRes vs.
TG0 regularization approaches (see figure 9.80, left). Considering figure 9.71, an area with
positive potential (which corresponds to the smaller TMV) surrounded by the regions of
negative potential can be distinctly seen at the beginning and (for the GMRes regulari-
zation) in the middle of the QRS-complex. This feature can be seen even better when
comparing the heart surface potential distributions in figure 9.71 with those of the healthy
subject (figure 9.6).

The same abnormality can be seen also in the direct reconstruction of TMV (figure 9.73).
It can be explained by a lower excitation conduction velocity and excitation amplitude in
the area near the infarction.

In the figures depicting the repolarization of the ventricular myocardium (9.76 for EP,
9.78 for TMV), the same abnormality is clearly visible. The quality of reconstruction is
even better, as there are no signals with a high spatial frequency which could be corrupted
by regularization.

MAP-based regularization is able to reveal the anterior infarction even more reliably
(see figure 9.82). Thus the location of infarction revealed by the solution of the inverse
problem corresponds well with the MR-image made with gadolinium for all demonstrated
regularization methods.
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Figure 9.83: Patient 5. Results of segmentation of the subject’s heart (right) compared
with the original SAX MRI data set (left). Top: near the ventricular base; bottom: near
the apex.

9.7 Patient 5

9.7.1 Description of the Patient and Segmentation Results

Patient 5, W.O., male, age 46, left bundle branch block is diagnosed. The left ventricle is
strongly dilated. Resolution of the heart MRI data set was 1.17× 1.17× 5.5 mm3, thorax
– 4 × 4 × 4.69 mm3. The global coordinate systems of these data sets were different, the
heart in the cardiac data set was shifted relatively to the heart location in the thoracic data
set. Thus after the segmentation of the heart corresponding changes in the transformation
matrix had to be done manually. The result of cardiac segmentation is shown in figure
9.83, the volume conductor mesh is compared with the thoracic MRI data set in figure
9.84.

The anatomical model of the heart has the resolution of 1 × 1 × 1 mm3 and contains
548,933 excitable voxels. Only schematic segmentation of atria has been performed. The
finite element mesh of the volume conductor contains 162,841 nodes and 991,472 tetrahedra.
91,892 nodes are located within the ventricles, with the average distance between nodes
being 2 mm. The thorax model contains also lungs, liver, spleen, kidneys, muscles and fat.

9.7.2 Measurement of BSPM

The 64-channel ECG for this patient was recorded during 200 s with the sample rate
of 2048 Hz. Also in this case the single ECG cycles in each channel were cut out and
superimposed, afterwards the averaging was performed in order to reduce the uncorrelated
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Figure 9.84: Patient 5. Anatomical model of the subject’s thorax (right) compared with
the original data set (left).

noise. The resulting family of 64 ECG signals during a single heart cycle is shown in figure
9.85. Six dotted lines denote the time steps at which the reconstructed distributions of EP
and TMV are shown.

The standard leads (all but Wilson V4) are shown in figure 9.86.

The BSPMs interpolated on the whole body surface for the time points marked in figure
9.85 are shown in figures 9.87 (QRS-complex) and 9.92 (T-wave).

9.7.3 Reconstruction Results

Figures 9.88-9.96 show the reconstructed distributions of EP and TMV for patient 5 during
the QRS-complex and T-wave, anterior and posterolateral views. Table 9.3 contains short
descriptions of these figures, color ranges as well as the values where isolines are shown.

The correlation between the results obtained using different regularization methods
is shown in figure 9.97. The quality of EP reconstruction is satisfactory (correlation of
about 0.6-0.7) for the whole heart cycle, whereas the correlation between the reconstructed
distributions of TMV is quite low.

Figure 9.98 demonstrates the orientation of the thorax corresponding to the anterior
and posterolateral views of the heart.

9.7.4 Conclusions

According to figure 9.97, the agreement of TMV distributions obtained with different re-
gularization approaches is quite low because of obvious overregularization, thus the heart
surface potentials are to be considered. It can be easily seen in figure 9.88, especially for
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Figure 9.85: Patient 5. ECG recorded with 64 measurement electrodes. Vertical dotted
lines represent the time points at which the reconstruction was performed.
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Figure 9.86: Patient 5. Locations of the standard leads; 64-channel ECG; standard leads.
There was no lead among the electrodes near enough to the standard electrode location
V4.
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Figure 9.87: Patient 5. Body surface potential maps (BSPM) during the QRS-complex.
Time points are shown in figure 9.85.

Figure 9.88: Distributions of EP reconstructed from the measured BSPMs using GMRes
(top) as well as TG0 (bottom) regularizations. Anterior view.

Figure 9.89: Distributions of EP reconstructed from the measured BSPMs using GMRes
(top) as well as TG0 (bottom) regularizations. Posterolateral view.
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Figure 9.90: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations. Anterior view.

Figure 9.91: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations. Posterolateral view.
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Figure 9.92: Patient 5. BSPM during the T-wave.

Figure 9.93: Distributions of EP reconstructed from the measured BSPMs using GMRes
regularization (top) as well as TG0 regularization (bottom). Anterior view.

Figure 9.94: Distributions of EP reconstructed from the measured BSPMs using GMRes
regularization (top) as well as TG0 regularization (bottom). Posterolateral view.
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Figure 9.95: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations. Anterior view.

Figure 9.96: Distributions of TMV reconstructed from the measured BSPMs using GM-
Res (top), TG0 (middle) as well as TG2 (bottom) regularizations. Posterolateral view.
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Figure 9.97: Patient 5. Correlation between the reconstructed EP using GMRes vs. TG0
regularizations (left); between TMV distributions using GMRes vs. TG0 regularizations
(middle); using TG2 vs. TG0 regularizations (right).

Figure 9.98: Patient 5. Thorax orientation corresponding to that of the heart: anterior
view (left), posterolateral view (right).
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Figure Description Color Range Equipotential Lines
9.87 BSPM during QRS -0.5..+0.5 -0.5, -0.3, ..., +0.5
9.88 EP during QRS ant. -2..+2 -1.5, -0.5, +0.5, +1.5
9.89 EP during QRS post. -2..+2 -1.5, -0.5, +0.5, +1.5
9.90 TMV during QRS ant. -5..+5 -5, -3, -1, +1, +3, +5

TMV during QRS ant. (TG2) -1.5..+1.5 -1.5, -0.5, +0.5, +1.5
9.91 TMV during QRS post. -5..+5 -5, -3, -1, +1, +3, +5

TMV during QRS post. (TG2) -1.5..+1.5 -1.5, -0.5, +0.5, +1.5
9.92 BSPM during T-wave -0.3..+0.3 -0.3, -0.1, +0.1, +0.3
9.93 EP during T-wave ant. -1..+1 -1, -0.6, ..., +1
9.94 EP during T-wave post. -1..+1 -1, -0.6, ..., +1
9.95 TMV during T-wave ant. (GMRes) -1.5..+1.5 -1.5, -0.5, +0.5, +1.5

TMV during T-wave ant. (TG0) -5..+5 -5, -3, ..., +5
TMV during T-wave ant. (TG2) -1..+1 -0.75, -0.25, +0.25, +0.75

9.96 TMV during T-wave post. (GMRes) -1.5..+1.5 -1.5, -0.5, +0.5, +1.5
TMV during T-wave post. (TG0) -5..+5 -5, -3, ..., +5
TMV during T-wave post. (TG2) -1..+1 -0.75, -0.25, +0.25, +0.75

Table 9.3: A short description, color range in mV, equipotential line values in mV for
each of the figures representing the reconstruction results for patient 5. The reconstructed
distributions of TMV are shown with different color scales for the sake of convenience.

the case of TG0, that the propagation of excitation takes place from the right ventricle
towards the left one.

The anterior surface of the left ventricle stays positive during the whole T-wave, the
overall potential distribution during the repolarization is quite similar to that of the healthy
subject (see figure 9.6). As this area has been excited later due to the left bundle branch
block, it looks like the APD here is even smaller and/or the amplitude of excitation is
lower. It can be explained by the physiological changes of the left ventricular myocardium
caused by its dilation.

A small positive area is revealed by the GMRes technique on the anterior side of the
heart, which might be a minor infarction area, but this observation is hardly supported by
the TG0 case.
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Figure 9.99: Patient 6. Results of segmentation of the subject’s heart (right) compared
with the original SAX MRI data set (left). Top: near the ventricular base; bottom: near
the apex.

9.8 Patient 6

9.8.1 Description of the Patient and Segmentation Results

Patient 6, G.M., female, age 67, the location of infarction is unknown. The cardiac MRI
data set has the resolution of 1.09× 1.09× 8.00 mm3, contains 12 SAX-slices of 256× 256
pixels. The MR-image of the thorax has the voxel size of 4×4×4 mm3, includes 64 frontal
slices of 128× 128 pixels.

The heart has been segmented using the triangle meshes, the resulting anatomical model
has the resolution of 1 mm. The atria are included schematically. The coordinate systems
of thoracic and cardiac data sets do not correspond to each other, thus the relocation of
the cardiac model had to be performed manually. Figure 9.99 demonstrates the cardiac
model compared with the original MR-image of the thorax.

The tetrahedron mesh describing the patient’s thorax contains 97,072 nodes and 594,469
tetrahedra. The average distance between nodes within myocardium is 2 mm. Lungs,
heart, liver, spleen, kidneys, muscles and fat are segmented. The resulting thoracic model
is compared with the original MRI data set in figure 9.100.

9.8.2 Measurement of BSPM

The 64-channel ECG was recorded with the sample rate of 2048 Hz during 200 s and
processed by the averaging of multiple superimposed heart cycles. The resulting family of
64 ECG signals is shown in figure 9.101. Six dotted lines depict the time instants at which
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Figure 9.100: Patient 6. Anatomical model of the subject’s thorax (right) compared
with the original data set (left).

the interpolated BSPMs (figures 9.103 and 9.108) as well as the reconstructed distributions
of EP and TMV are shown.

The standard leads built from this ECG are shown in figure 9.102. Due to anatomical
reasons it was quite complicated to fix the electrodes in all the standard locations, therefore
Wilson leads V1, V4 and V5 have not been measured.

9.8.3 Reconstruction Results

The distributions of endo- and epicardial potentials as well as transmembrane voltages
reconstructed using different regularization methods are shown in figures 9.104-9.112. Table
9.4 contains short descriptions, color ranges and the values for isolines in these figures.

Figure Description Color Range Equipotential Lines
9.103 BSPM during QRS -0.3..+0.3 -0.3, -0.1, +0.1, +0.3
9.104 EP during QRS anterior -1.5..+1.5 -1.5, -0.5, +0.5, +1.5
9.105 EP during QRS posterior -1.5..+1.5 -1.5, -0.5, +0.5, +1.5
9.106 TMV during QRS anterior -3..+3 -3, -1, +1, +3
9.107 TMV during QRS posterior -3..+3 -3, -1, +1, +3
9.108 BSPM during T-wave -0.05..+0.05 -0.05, -0.03, ..., +0.05
9.109 EP during T-wave anterior -0.3..+0.3 -0.3, -0.1, +0.1, +0.3
9.110 EP during T-wave posterior -0.3..+0.3 -0.3, -0.1, +0.1, +0.3
9.111 TMV during T-wave anterior -1..+1 -1, -0.6, ..., +1
9.112 TMV during T-wave posterior -1..+1 -1, -0.6, ..., +1

Table 9.4: A short description, color range in mV, equipotential line values in mV for
each of the figures representing the reconstruction results for patient 6.



9.8 Patient 6 161

-0.4
-0.3
-0.2
-0.1

 0
 0.1
 0.2
 0.3

 0  0.1  0.2  0.3  0.4  0.5  0.6

Po
te

nt
ia

l, 
m

V

Time, s

All Channels
................................................

................................................

................................................

................................................

................................................

................................................

Figure 9.101: Patient 6. ECG recorded with 64 measurement electrodes. Vertical dotted
lines represent the time points at which the reconstruction was performed.

The correlation between the distributions of equivalent cardiac sources obtained using
different regularization techniques is shown in figure 9.113. The orientation of the patient’s
thorax corresponding to the anterior and posterolateral views of the heart is depicted in
figure 9.114.

9.8.4 Conclusions

This is the most complicated case among the patients considered in the current work.
First, the location of infarction has not been previously defined. Second, the locations
of measurement electrodes had to be changed according to the anatomical features of the
patient. Thus the number of electrodes in the immediate neighborhood of the heart had
to be decreased, thus the spatial resolution of reconstructed sources was lower.

Still the correlation between the EP distributions reconstructed using TG0 vs. GMRes
regularization methods is high for both QRS-complex and T-wave (0.9-0.95, see figure
9.113, left). These two methods also deliver quite similar results for the TMV distributions
(same figure, center). Thus an assumption can be made that the quality of reconstruction
is quite good.

Let us consider the depolarization phase. At the end of the QRS-complex a much later
excitation of the lateral wall can be observed (figures 9.104-9.107). During the T-wave this
area is the last to repolarize, a larger TMV (smaller EP) is keeping for a long time.

The posterior and posterolateral area is characterized by a lower TMV (higher EP)



162 Reconstruction Results

-0.1

-0.05

 0

 0.05

 0.1

 0  0.1  0.2  0.3  0.4  0.5  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Einthoven I

-0.04
-0.02

 0
 0.02
 0.04
 0.06
 0.08
 0.1

 0.12
 0.14

 0  0.1  0.2  0.3  0.4  0.5  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Einthoven II

-0.15

-0.1

-0.05

 0

 0.05

 0.1

 0.15

 0.2

 0  0.1  0.2  0.3  0.4  0.5  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Einthoven III

-0.4

-0.3

-0.2

-0.1

 0

 0  0.1  0.2  0.3  0.4  0.5  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Wilson V2

-0.35
-0.3

-0.25
-0.2

-0.15
-0.1

-0.05
 0

 0  0.1  0.2  0.3  0.4  0.5  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Wilson V3

-0.04

-0.02

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0  0.1  0.2  0.3  0.4  0.5  0.6
Po

te
nt

ia
l, 

m
V

Time, s

Wilson V6

-0.15

-0.1

-0.05

 0

 0.05

 0.1

 0.15

 0  0.1  0.2  0.3  0.4  0.5  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Goldberger aVL

-0.06
-0.05
-0.04
-0.03
-0.02
-0.01

 0
 0.01
 0.02

 0  0.1  0.2  0.3  0.4  0.5  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Goldberger aVR

-0.05

 0

 0.05

 0.1

 0.15

 0  0.1  0.2  0.3  0.4  0.5  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Goldberger aVF

-0.1
-0.05

 0
 0.05
 0.1

 0.15
 0.2

 0.25

 0  0.1  0.2  0.3  0.4  0.5  0.6

Po
te

nt
ia

l, 
m

V

Time, s

Wilson Central Terminal

Figure 9.102: Patient 6. Locations of the standard leads; 64-channel ECG; standard
leads. There was no lead among the electrodes near enough to the standard electrode
location V1, V4 and V5.
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Figure 9.103: Patient 6. Body surface potential maps (BSPM) during the QRS-complex.
Time instants are marked in figure 9.101.

Figure 9.104: Distributions of EP reconstructed from the measured BSPMs using GMRes
(top) as well as TG0 (bottom) regularizations. Anterior view.

Figure 9.105: Distributions of EP reconstructed from the measured BSPMs using GMRes
(top) as well as TG0 (bottom) regularizations. Posterolateral view.
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Figure 9.106: Distributions of TMV reconstructed from the measured BSPMs using
GMRes (top), TG0 (middle) as well as TG2 (bottom) regularizations. Anterior view.

Figure 9.107: Distributions of TMV reconstructed from the measured BSPMs using
GMRes (top), TG0 (middle) as well as TG2 (bottom) regularizations. Posterolateral view.
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Figure 9.108: Patient 6. BSPM during the T-wave. Time points t = 0.679, 0.718, 0.757
s are shown.

Figure 9.109: Distributions of EP reconstructed from the measured BSPMs using GMRes
regularization (top) as well as TG0 regularization (bottom). Anterior view.

Figure 9.110: Distributions of EP reconstructed from the measured BSPMs using GMRes
regularization (top) as well as TG0 regularization (bottom). Posterolateral view.
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Figure 9.111: Distributions of TMV reconstructed from the measured BSPMs using
GMRes (top), TG0 (middle) as well as TG2 (bottom) regularizations. Anterior view.

Figure 9.112: Distributions of TMV reconstructed from the measured BSPMs using
GMRes (top), TG0 (middle) as well as TG2 (bottom) regularizations. Posterolateral view.
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Figure 9.113: Patient 6. Correlation between the reconstructed EP using GMRes vs.
TG0 regularizations (left); between TMV distributions using GMRes vs. TG0 regulariza-
tions (middle); using TG2 vs. TG0 regularizations (right).

Figure 9.114: Patient 6. Thorax orientation corresponding to that of the heart: anterior
view (left), posterolateral view (right).
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throughout the cardiac cycle. Therefore the following assumption can be made. The in-
farction scar is located in the posterolateral area of the heart. The infarction is transmural,
and the left posterior fascicle is at least partially blocked. This leads to a later excitation
(and relaxation) of the lateral wall.
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9.9 Patient 7

9.9.1 Description of the Patient and Segmentation Results

Patient 7, A.Z., male, age 48, suffers from anterior infarction. The cardiac MRI data set
had the resolution of 0.98 × 0.98 × 6.00 mm3 and contained 24 SAX-images of 256 × 256
pixels. The resolution of the thoracic data set was 4×4×4 mm3, with 64 frontal snapshots
of 128× 128 pixels.

The segmentation of these data sets was performed using deformable triangle meshes.
The atria were not included into the cardiac MRI data set, thus they were segmented
schematically. The resulting anatomical model of patient’s heart has the isotropic resolu-
tion of 1 mm. This model is compared with the original MRI data set in figure 9.115.

The finite element mesh representing the anatomy of the thorax contains 95,933 nodes
and 585,664 tetrahedra, the distance between neighboring nodes within the ventricular
myocardium is 2 mm. Heart, lungs, liver, spleen, kidneys, muscles and fat have been
segmented. The resulting structure of the volume conductor is compared with the original
MR-image in figure 9.116.

9.9.2 Measurement of BSPM

The BSPM was recorded using the same 64-electrode BioSemi system. Several sequences
200 s long with the sample rate of 2048 Hz were made. In each channel the single ECG
cycles were cut out, superimposed and averaged. Resulting 64-channel ECG is shown in
figure 9.117. Six dotted lines denote the time instants at which the BSPMs as well as the
reconstruction results are shown.

The standard ECG leads extracted from the measured data set is shown in figure 9.118.
Wilson lead V4 has not been built as there has been no electrode located near it.

The BSPMs interpolated on the whole surface of the thorax are shown in figures 9.119
(QRS-complex) and 9.124 (T-wave).

9.9.3 Reconstruction Results

The reconstructed distributions of EP and TMV are shown in figures 9.120-9.128. Short
descriptions of these figures, chosen color ranges and the values for isolines are listed in
table 9.5.

Figure 9.129 depicts the correlation between the distributions of epicardial potentials
(left) or transmembrane voltages (middle, right) obtained using different regularization
methods. The distributions of EP show a very good correlation during the whole heart cycle
(0.8-0.9). The correlation curve for TMV (TG0 vs. GMRes regularization) demonstrates
two peaks for the QRS-complex and T-wave of about 0.8, the rest of the time the correlation
changes quite chaotically. The correlation between the TMV distributions obtained using
TG0 and TG2 regularization methods is quite constant with the value of about 0.45.
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Figure 9.115: Patient 7. Results of segmentation of the subject’s heart (right) compared
with the original SAX MRI data set (left). Top: near the ventricular base; bottom: near
the apex.

Figure 9.116: Patient 7. Anatomical model of the subject’s thorax (right) compared
with the original data set (left).
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Figure 9.117: Patient 7. ECG recorded with 64 measurement electrodes. Vertical dotted
lines represent the time points at which the reconstruction was performed.

Figure Description Color Range Equipotential Lines
9.119 BSPM during QRS -0.3..+0.3 -0.3, -0.1, +0.1, +0.3
9.120 EP during QRS anterior -1..+1 -1, -0.6, ..., +1
9.121 EP during QRS posterior -1..+1 -1, -0.6, ..., +1
9.122 TMV during QRS ant. (GMRes) -3..+3 -3, -1, +1, +3

TMV during QRS ant. (TG0, TG2) -6..+6 -6, -2, +2, +6
9.123 TMV during QRS post. (GMRes) -3..+3 -3, -1, +1, +3

TMV during QRS post. (TG0, TG2) -6..+6 -6, -2, +2, +6
9.124 BSPM during T-wave -0.1..+0.1 -0.1, -0.06, ..., +0.1
9.125 EP during T-wave anterior -0.5..+0.5 -0.5, -0.3, ..., +0.5
9.126 EP during T-wave posterior -0.5..+0.5 -0.5, -0.3, ..., +0.5
9.127 TMV during T-wave ant. (GMRes) -1.5..+1.5 -1.5, -0.5, +0.5, +1.5

TMV during T-wave ant. (TG0, TG2) -3..+3 -3, -1, +1, +3
9.128 TMV during T-wave post. (GMRes) -1.5..+1.5 -1.5, -0.5, +0.5, +1.5

TMV during T-wave post. (TG0, TG2) -3..+3 -3, -1, +1, +3

Table 9.5: Short descriptions, color ranges in mV, equipotential line values in mV for
each of the figures representing the reconstruction results for patient 7.

The orientation of the thorax corresponding to that of the heart for anterior and pos-
terolateral views is shown in figure 9.130.



172 Reconstruction Results

-0.08
-0.06
-0.04
-0.02

 0
 0.02
 0.04
 0.06
 0.08

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8

Po
te

nt
ia

l, 
m

V

Time, s

Einthoven I

-0.1
-0.05

 0
 0.05
 0.1

 0.15
 0.2

 0.25
 0.3

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8

Po
te

nt
ia

l, 
m

V

Time, s

Einthoven II

-0.1
-0.05

 0
 0.05
 0.1

 0.15
 0.2

 0.25
 0.3

 0.35

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8

Po
te

nt
ia

l, 
m

V

Time, s

Einthoven III

-0.3
-0.25
-0.2

-0.15
-0.1

-0.05
 0

 0.05

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8

Po
te

nt
ia

l, 
m

V

Time, s

Wilson V1

-0.7
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1

 0
 0.1
 0.2

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8

Po
te

nt
ia

l, 
m

V

Time, s

Wilson V2

-0.25

-0.2

-0.15

-0.1

-0.05

 0

 0.05

 0.1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8
Po

te
nt

ia
l, 

m
V

Time, s

Wilson V3

-0.05

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8

Po
te

nt
ia

l, 
m

V

Time, s

Wilson V5

-0.1
-0.05

 0
 0.05
 0.1

 0.15
 0.2

 0.25
 0.3

 0.35

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8

Po
te

nt
ia

l, 
m

V

Time, s

Wilson V6

-0.2

-0.15

-0.1

-0.05

 0

 0.05

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8

Po
te

nt
ia

l, 
m

V

Time, s

Goldberger aVL

-0.15

-0.1

-0.05

 0

 0.05

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8

Po
te

nt
ia

l, 
m

V

Time, s

Goldberger aVR

-0.1
-0.05

 0
 0.05
 0.1

 0.15
 0.2

 0.25
 0.3

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8

Po
te

nt
ia

l, 
m

V

Time, s

Goldberger aVF

-0.06
-0.04
-0.02

 0
 0.02
 0.04
 0.06
 0.08
 0.1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8

Po
te

nt
ia

l, 
m

V

Time, s

Wilson Central Terminal

Figure 9.118: Patient 7. Locations of the standard leads; 64-channel ECG; standard
leads. There was no lead among the electrodes near enough to the standard electrode
location V4.
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Figure 9.119: Patient 7. Body surface potential maps (BSPM) during the QRS-complex.
Time instants are marked in figure 9.117.

Figure 9.120: Distributions of EP reconstructed from the measured BSPMs using GMRes
(top) as well as TG0 (bottom) regularizations. Anterior view.

Figure 9.121: Distributions of EP reconstructed from the measured BSPMs using GMRes
(top) as well as TG0 (bottom) regularizations. Posterolateral view.
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Figure 9.122: Distributions of TMV reconstructed from the measured BSPMs using
GMRes (top), TG0 (middle) as well as TG2 (bottom) regularizations. Anterior view.

Figure 9.123: Distributions of TMV reconstructed from the measured BSPMs using
GMRes (top), TG0 (middle) as well as TG2 (bottom) regularizations. Posterolateral view.
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Figure 9.124: Patient 7. BSPM during the T-wave.

Figure 9.125: Distributions of EP reconstructed from the measured BSPMs using GMRes
regularization (top) as well as TG0 regularization (bottom). Anterior view.

Figure 9.126: Distributions of EP reconstructed from the measured BSPMs using GMRes
regularization (top) as well as TG0 regularization (bottom). Posterolateral view.
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Figure 9.127: Distributions of TMV reconstructed from the measured BSPMs using
GMRes (top), TG0 (middle) as well as TG2 (bottom) regularizations. Anterior view.

Figure 9.128: Distributions of TMV reconstructed from the measured BSPMs using
GMRes (top), TG0 (middle) as well as TG2 (bottom) regularizations. Posterolateral view.
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Figure 9.129: Patient 7. Correlation between the reconstructed EP using GMRes vs.
TG0 regularizations (left); between TMV distributions using GMRes vs. TG0 regulariza-
tions (middle); using TG2 vs. TG0 regularizations (right).

Figure 9.130: Patient 7. Thorax orientation corresponding to that of the heart: anterior
view (left), posterolateral view (right).
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9.9.4 Conclusions

The correlation between the distributions of epicardial potentials obtained using TG0 vs.
GMRes regularization methods is quite high during the whole heart cycle (0.8-0.9, see
figure 9.129, left), whereas for the TMV case the correlation is somewhat lower (0.5-0.8,
figure 9.129, center and right).

During the T-wave an area with a smaller TMV (higher EP) can be observed on the
anterior wall (figures 9.125, 9.127). The difference is evident all through the ST-interval.
This area is shown to be excited only during the QRS-complex (9.120, 9.122), where the
correct reconstruction of cardiac sources is complicated. Thus a conclusion can be made
that the anterior infarction has been detected.

The de- and repolarization of the lateral wall takes place with a quite large delay. This
might happen due to the left bundle branch block caused by the anterior infarction. Also
the comparison of the leads V4-V6 of patient 7 are very similar to those of patient 5 with
the left bundle branch block.



Chapter 10

Discussion and Outlook

Several methods of noninvasive reconstruction of cardiac activity have been presented in
the current work. They can be subdivided primarily into three different strategies:

1. Optimization-based approach: an electrophysiological cardiac model is created, its
parameters are varied until the simulated ECG gets similar to the measured one.

2. Solution of the inverse problem of electrocardiography: the matrix equation describ-
ing the (linear) relationship between the distribution of cardiac sources and BSPM
is solved with minimal a priori information involved.

3. The results of modeling are used as a priori statistical information in order to stabilize
the solution of the inverse problem.

Each of these approaches has its advantages and disadvantages. The features of each
approach and the future work are described in the following sections.

10.1 Optimization-Based Methods

The optimization-based approach is quite time-consuming: up to several thousand simula-
tions are to be made in order to obtain a satisfactory correspondence between the model
and reality. Each step takes up to half an hour of computation time, thus the whole
computation can take several weeks.

Another feature of this approach is a high vulnerability to modeling errors. It is im-
portant to create a nearly perfect model of, say, myocardial infarction, left bundle branch
block or distribution of action potential duration, flexible enough but characterized by a
relatively small number of parameters, otherwise the time needed for optimization increases
rapidly.

Still the solution of this problem delivers the physician a fully functioning model of the
cardiac activity specific for the patient under consideration. Based on this model, important
conclusions can be made about the future development of the disease, for example an
estimation of the stability of the heart function can be made.
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The cellular automaton based approach employed in the current work provides enough
flexibility for such modeling, whereas the computation time is relatively low, compared to
the methods based on bidomain models.

The following improvements are to be introduced into the method in the course of future
work. First, a more flexible way to define the distribution of action potential duration is
to be introduced. Second, the models of various heart diseases must be implemented, in
cooperation with clinical cardiologists. This work is already being done within the scope
of several projects. Particularly, intracardiac catheter measurements are to be performed.
These measurements must improve our knowledge about the cardiac activity, especially in
different pathological cases. This would allow to strongly enhance the presented models.

10.2 Inverse Problem of Electrocardiography

The solution of the inverse problem is an alternative way to obtain information about
the cardiac activity noninvasively. It requires the development of an anatomical model
of the patient’s thorax, correct positioning of measurement electrodes on its surface and
relatively accurate measurements of multichannel ECG. The whole time needed to solve
the inverse problem of electrocardiography for a specific patient can be estimated at one
till two workdays of a single researcher.

Two tasks are most time-consuming in the course of reconstruction: the segmentation of
the 3D data set describing the anatomy of the patient and the computation of the transfer
matrix which is to be inverted (see chapter 5). Recent progress in methods of automatic
segmentation (see, e.g., [45, 49, 168]) can significantly reduce the time needed to create
an anatomical model. The computation of the transfer matrix is easily scalable for any
number of CPUs, thus the problem can be technically solved as well.

The solution of the inverse problem delivers the distributions of cardiac sources at each
time instant. The usefulness of this information has been demonstrated in chapter 9, where
patients with various cardiac diseases were considered. Thus the method is able to increase
the precision of medical diagnostics.

The future research will be performed in the following directions. First, intracardiac
catheter measurements will be done. These data along with the measurement of BSPM
must provide a much better spatial resolution for the solution of the inverse problem. Thus
an important information will be obtained for the modeling of various heart diseases, as it
was described in the previous section.

Second, new methods must be implemented to reconstruct the cardiac sources. They
include the computation of activation times for the cardiac surface and eventually for the
whole volume of myocardium, like it is done in [119, 169]. Another interesting approach
is the temporal regularization based on the assumption of monotonically nondecreasing
(during depolarization) or nonincreasing (for the repolarization phase) transmembrane
voltage in each point of the myocardium ([117], see section 5.3). Both of these meth-
ods pose a much more strict bias on the solution of the inverse problem, thus a better
stabilization is achieved.
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Third, a standardization of cardiac sources locations has to be done. Only visual
comparison between the distributions of heart surface potentials or transmembrane voltages
for different cardiac geometries can currently be performed, like it has been shown in
chapter 9. Of course, an exact comparison cannot be performed in this way. Instead,
a universal mesh describing the myocardial surface (triangular) or volume (tetrahedral)
has to be constructed, which should be further deformed in order to match the cardiac
geometry of any patient. Thus the automatic comparison between different distributions
of cardiac sources can be performed.

10.3 MAP-Regularization

The maximum a posteriori regularization is a particular method of solution of the inverse
problem. An important aspect consists in the employment of a priori estimation of the
solution (see section 5.3). The development of the statistical basis in order to build the esti-
mator can take several days, whereas this task can easily be parallelized for any reasonable
number of processing units. Not only can the runs of simulation with different parameters
be performed independently on different workstations, each simulation is actually also able
to employ several processors.

If the real cardiac activity of the patient is close enough to some estimations belonging
to the statistical basis, the quality of reconstruction increases dramatically compared to
the common regularization methods (Tikhonov, GMRes). Such a comparison has been
performed within the scope of this work, e.g., in [134, 138, 140].

The condition that the real distribution of cardiac sources belongs to the statistical
basis of estimations is quite important. Still even a simple a priori assumption about the
characteristics of the cardiac disease allows a physician to reduce the size of the statistical
basis significantly. This leads to a stronger biasing and thus to a better stabilization of the
problem.

Thus although the MAP-regularization method takes more time for the solution of the
inverse problem compared to Tikhonov or GMRes, the time consumption is much lower
than that for the optimization-based method. Afterwards the resulting information (say,
the configuration of infarction scar) can be used in modeling.

On the other hand, this method delivers much more reliable information than the
common regularization methods. Thus in spite of a larger time consumption it might be
very useful in everyday clinical practice.
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für das Überlassen der Messdaten und die freundliche Zusammenarbeit im Rahmen des
gemeinsamen Projektes.
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