




Elena Pancera

Strategies for Time Domain Characterization 
of UWB Components and Systems 



Karlsruher Forschungsberichte
aus dem Institut für Hochfrequenztechnik und Elektronik

Herausgeber: Prof. Dr.-Ing. Thomas Zwick

Band 57



Strategies for 
Time Domain Characterization 
of UWB Components and Systems

by 
Elena Pancera



Universitätsverlag Karlsruhe 2009 
Print on Demand

ISSN: 	 1868-4696
ISBN:	 978-3-86644-417-1

Impressum

Universitätsverlag Karlsruhe
c/o Universitätsbibliothek
Straße am Forum 2
D-76131 Karlsruhe
www.uvka.de

Dissertation, Universität Karlsruhe (TH)
Fakultät für Elektrotechnik und Informationstechnik, 2009

Dieses Werk ist unter folgender Creative Commons-Lizenz 
lizenziert: http://creativecommons.org/licenses/by-nc-nd/3.0/de/



Preface of the editor

The permanently increasing demand for higher data rates in 
wireless communication systems imperatively leads to a 
continuous search for new wireless standards which enable a 
better use of the existing frequency spectrum. A promising 
new option is the ultra-wideband technology. Signals will be 
spread over a very wide frequency range which leads to a 
very low spectral power density and therewith a low interfer-
ence potential for all other wireless services. Recently re-
leased frequency band allocations by the authorities in sever-
al countries worldwide paved the way for future ultra-wide-
band applications. However the plurality of research and 
development results worldwide clearly demonstrate a much 
higher potential for sensors using the newly available spec-
trum compared to communication devices. 
The doctoral thesis on ultra-wideband technology of Ms. Dr. 
Elena Pancera is based on the finding that for such extremely 
wideband systems a frequency domain analysis is absolutely 
insufficient. Therefore she developed a methodology for a 
time domain system analysis and demonstrated it based on 
the thereto most critical components such as antennas and 
filters. In the second part of her work Ms. Pancera transferred 
the well known calibration procedure for the measurement of 
radar cross sections into the time domain. This very innova-
tive work demonstrated that in case of very broadband mea-
surements the new methodology has advantages regarding the
required effort in measurement and computation.
The presented work of Ms. Pancera is a fundamental basis for 
future research in the field of ultra-wideband technology. 
The results will draw attention worldwide and entail more 
relevant research. I wish her all the best for her future and I 
am sure that she will produce many more essential contribu-
tions in science.

Prof. Dr.-Ing. Thomas Zwick
- director of the IHE -
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Index of Used Acronyms and Symbols

In this section, the most important acronyms and symbols used in this thesis are re-

ported. It is highlighted that in the thesis the same character is used for real and com-

plex quantities. Moreover, the character a indicates a scalar quantity (real of complex)

while a indicates a vectorial quantity. The time domain quantities are written with

small letter while the frequency domain quantities are written with capital letters.
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1 Introduction

1.1 UWB Technology

Ultra Wideband (UWB) is a wireless trasmission technology which is characterized by

the usage of a very large bandwidth. The occupation of a huge frequency band makes

the UWB technology a powerful solution for many applications and brings many ad-

vantages with respect to classical narrowband (NB) systems. In the multimedia case,

for example, UWB permits the transmission of extremely high data rates. The huge

bandwidth also results in high resolution for Radar applications, such as for localiza-

tion purposes or medical purposes, among them: investigations of internal organs with

high resolution, cancer recognition, etc. Moreover, also sensor networks can take ad-

vantages from this technology, since the huge bandwidth allows for the coexistence of a

large number of users. Furthermore, the usage of a large bandwidth permits to achieve

high information capacity, according to Shannon’s [1] relationship of channel capacity,

bandwidth and signal to noise ratio, being the channel capacity directly proportional

to the bandwidth.

The first attestation of Ultra Wideband transmission has been given by Heinrich

Hertz in 1887 in Karlsruhe, when he was able to transmit for the first time short pulses

over a distance of several meters. After these first experiments narrowband transmis-

sion has achieved more interest and only at the end of the 1950s the UWB technology

has been investigated for communications, Radar and related applications, mainly for

special purposes and military applications. However, a renewed interest in UWB for

commercial and consumer purposes started to appear in the 1980s. Due to its mani-

fold advantages and benefits compared to classical narrowband technology, including

high data rate, low transmit power and low interference level, in recent times the UWB

technology has received increasing interest in the research field and many components

and systems for UWB applications have been developed and presented in literature.

A first regulation of a UWB frequency band for commercial and consumer applica-

tions has been performed in 2002 by the Federal Communications Commission (FCC)

in the USA [2], which has regulated the usage of UWB devices allocating a frequency

band of 7.5 GHz between 3.1 and 10.6 GHz for communications purposes with a very

low power spectral density of -41.3 dBm/MHz. Recently (February 2007) also the Eu-

ropean Union (EU) has approved a UWB frequency spectrum in Europe [3] allocating

a band of 2.5 GHz between 6 and 8.5 GHz for UWB operations, additionally also the

usage of the frequency band between 3.4 and 4.8 GHz is allowed with specific duty

cycle restrictions. These different frequency masks are illustrated in Fig. 1.1 for com-

parison.
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Figure 1.1: The UWB mask: FCC regulation (gray) and EU regulation without (black, solid

line) and with duty cycle limitation (black, dotted line).

1.2 State of the Art

The interest in the usage of Ultra Wideband systems for commercial and consumer pur-

poses has only grown in recent years, when there has been more and more demand

for high data rate wireless transmission, requirement of more and more capacity, in-

crement of the number of users. This interest in UWB has grown both in academia

and industry leading to the increment of publications of new UWB components and

systems in literature.

Up to now, many antenna typologies have been proposed, both for communication

and Radar applications, including arrays and dual polarized antennas. Strategies have

been developed permitting to obtain high gain or to decrease the cross-polarization

and coupling in arrays over a large frequency interval [4], [5]. Together with methods

for improving the behavior of the antennas, also methods for quantify their perfor-

mance in a large bandwidth have been proposed, leading to a characterization of UWB

antennas in the time domain [6], [7], [8]. Description parameters have been introduced

to quantify the antenna distortion [9], [10], [11], group delay time variation [12], and

spatial pulse preserving capability [13].

As for antennas, also many analog UWB filter typologies have been proposed in

literature. The typologies of UWB filters are either derived from narrowband filter

design (such as resonator stubs filters [14], [15]) which have been adapted for the UWB

case. In literature many filter prototypes realized with different fabrication techniques

(microstrip [16]-[20], CPW [21]-[25], LTCC...) are reported. The behavior of the various

developed UWB filter structures is usually only analyzed in the frequency domain,

i.e. only the matching of the realized filter to the given UWB spectral mask and its
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1.3 Goal of the Thesis

group delay time behavior are taken into considerations. In [26] an analysis of a filter

time domain behavior has been performed. In [27], [28], [29] an analysis of the poles

and zeros of a filter has been conducted in order to have the possibility to design an

approximation of the desired time domain filter mask. In [30] a first UWB analysis of

the impact of the filter frequency domain non-idealities on its time domain behavior

and pulse preserving capability has been proposed.

UWB filters are mainly used for spectrum restriction according to the regulations and

not for spectrum optimization. Conversely, in [31] a UWB based method for spectrum

optimization using a particular analog filter structure has been presented. Together

with analog filters, investigations have been performed also on digital filters, in parti-

cular for creating ad hoc UWB signals matching the required UWB mask [32]-[34].

In literature, also examples of an integration of UWB antennas and filters are re-

ported and different methods for performing the integration are addressed [35], [36].

In [37], [38] a detailed analysis of these different methods is reported.

Investigations of UWB systems have been made not only for communications pur-

poses, but also for ranging and localization applications conducting to an increment

of the research activities in the UWB Radar technology [39], [40], [41]. Contributions

on UWB Radar, including both hardware (antennas, arrays, . . . ) and software (ima-

ging algorithms, . . .) can be found in literature. Measurements of Radar cross sections

both in the frequency domain and in the time domain are reported [42]. Also calibra-

tion methodologies have been presented. In [43] a first example of a dedicated UWB

calibration method in the time domain has been reported.

1.3 Goal of the Thesis

The extremely high bandwidth that is available from the new UWB regulations sets

completely new challenges regarding component and system design. Moreover, in or-

der to describe and analyze the behavior of the involved components, new description

methodologies and performance criteria have to be developed.

In the usually applied methods in RF engineering, devices (e.g. filters, antennas...)

are described and characterized through an analysis conducted in the frequency do-

main. The aim of this thesis is to perform a complete analysis of the UWB system com-

ponents in the time domain, both regarded as single components and from a system

point of view. This permits to directly assess the dispersion behavior of the involved

devices. Moreover, this time domain analysis is supported by a correlation analysis in

the time domain, which permits to quantify the distortion introduced by the device

on the signal. By conducting these two analyses together, it is possible to have a clear

quantification of the deviation of the behavior of the device from the ideally expected

behavior, making it possible to introduce correction strategies. Furthermore, with the

performed investigations, it is possible to quantify the impact of the frequency domain

non-idealities on the time domain behavior.

Moreover, in order to verify the proposed criteria, prototypes of hardware compo-

nents (filters, integration of antenna and filter) have to be developed and fabricated.
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From measurements of the constructed prototypes the proposed criteria are validated.

Together with the analysis of the single components, the aim is to also perform a

complete analysis from a system point of view, both of the UWB radio link and of the

UWB Radar link. Performance criteria have to be developed to optimize the behavior

of the UWB system and correction strategies have to be introduced from a system point

of view, for both the UWB radio link and the UWB Radar link. Also in this case, the

developed criteria and correction strategies have to be validated through measurements

of particular UWB scenarios.

1.4 Novelty of the Thesis

The results of this thesis contribute to improve the performance of UWB components

and systems in the time domain. This is achieved by the introduction of criteria for

quantifying the time domain performance of both UWB components and systems. This

approach permits to have a clearer insight into the distortion and the dispersiveness

in the time domain caused by the non-ideal behavior of the UWB devices and UWB

systems. Using the developed criteria also correction strategies are introduced, which

allow to improve and optimize the behavior of UWB systems.

In the analysis of UWB filters, (ref. to chapter 3), using a statistical approach, a novel

method to quantify the impact of the filter frequency domain non-idealities (non-flat

filter frequency mask and non-constant filter group delay time) on the filter time do-

main behavior has been derived. With this method bounds on the standard deviations

of the passband filter mask and of the filter group delay time can be found, which,

if respected, permit to have only negligible distortion of the transmitted signal with

respect to the case of an ideal filter.

UWB filters are also analyzed when integrated with UWB antennas (ref. to chapter

4). In this context a particular approach to integrate the filter in the antenna feeding

line/ground plane is taken into consideration and compared to the filter integration

in the antenna radiating element. From the conducted analysis it is concluded that

the integration in the antenna ground plane/feeding line has better performance with

respect to the integration in the antenna radiating element.

In a UWB radio system link analysis (ref. to chapter 5), regarding the signal at the

receiver, novel criteria are found that permit to assess the quality of the UWB link from

the perspective of the receiver including the non-ideal system behavior. This approach

leads to the definition of two quality criteria which permit to quantify the worsening

of the signal to noise ratio of a UWB radio link due to the non-ideal behavior of the

antennas.

By investigating correction strategies for the optimization of UWB system perfor-

mance, in terms of matching and fulfillment of the required mask (ref. to chapter 6),

a new design approach for analog filters is developed. This filter design permits to

realize special structures that allow both to select the required frequency interval and

to pre-distort the signal in order to compensate for the spectral non-idealities of the

transmitter components. With this filter design the transmit power can be maximized
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and hence an improvement of the signal to noise ratio at the receiver can be achieved.

Finally, through an investigation of the UWB Radar link in the time domain, a novel

calibration procedure for UWB Radar is introduced (ref. to chapter 7), which is entirely

developed in the time domain and requires very low computational effort and only 4

measurements per calibration target and does not require an “empty room” calibration.

1.5 Organization of the Thesis

In order to achieve the stated goals, the thesis has been organized in two different

stages. In the first stage the single UWB components (filters, antennas integrated with

filters) are separately investigated, in order to assess their time domain behavior and

dispersiveness. In the second stage the single elements, previously separately inves-

tigated, are analyzed from a system point of view, performing an investigation of the

UWB radio link and of the UWB Radar link.

First of all, the mathematical basis for a frequency domain analysis, a time domain

analysis and a correlation analysis is given in chapter 2. Here, firstly the commonly

used frequency domain analysis is regarded and the most important parameters are

introduced. Secondly, the time domain analysis of UWB components is discussed

and performance parameters, which permit to quantify the time domain behavior of

UWB components, are presented. Finally, specific parameters are introduced with

the correlation analysis, which allow to assess the pulse preserving capability and the

distortion caused by a UWB component.

These analyses are applied to UWB filters in chapter 3. Here, a complete investiga-

tion of the impact of the non-ideal filter behavior in the frequency domain (in terms of

both non-flat passband filter frequency mask and non-constant filter group delay time)

on the filter time domain behavior is performed. In doing that, performance criteria

are introduced, which can be easily measured and are helpful for practical UWB filter

design. Moreover, various approaches to the design and hardware implementation of

UWB filters are regarded. The particularities and characteristics of the different reali-

zations are discussed and prototypes are fabricated. From measurement results these

prototypes are characterized in the frequency domain and in the time domain. Fur-

thermore, the developed theory for the impact of the frequency domain non-idealities

on the time domain behavior of UWB filters is validated.

After the analysis of UWB filters as single element, an investigation of the integration

of filters and antennas for UWB applications is performed in chapter 4. In doing that,

firstly, the performance parameters of UWB antennas are introduced and different

approaches to the integration of filters and antennas are discussed and compared.

Prototypes for different realization techniques are developed and fabricated. Then, the

behavior of the fabricated antenna+filter devices is investigated both in the frequency

domain and in the time domain.

Once the single UWB components have been analyzed separately, they are investi-

gated from a system point of view. In chapter 5 the analytical description of a complete

UWB radio link is regarded, both in the frequency domain and in the time domain.
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Here, from the receiver point of view, the condition for obtaining the optimum signal

to noise ratio is investigated. This leads to a fidelity criterion in the time domain of the

distortion that the transmitted signal undergoes in the different radiation directions

with respect to the signal transmitted in the main beam direction.

In chapter 6 strategies for optimizing the transmitted signal power are presented.

These strategies consist in compensating for the non-ideal spectral behavior of the

UWB components. A mathematical approach for the optimization of the radiated sig-

nal spectrum is presented. This optimization is conducted in terms of optimum match

of the spectrum of the radiated wave to the required UWB mask. Dedicated filter struc-

tures that allow to shape the spectrum of the radiated signal are developed, fabricated

and measured.

Similarly to chapter 5, where the UWB radio link is discussed, in chapter 7 the UWB

Radar link is regarded. Firstly, a fully polarimetric analytical time domain descrip-

tion of the UWB Radar link is presented. Secondly, a fully polarimetric UWB Radar

calibration entirely performed in the time domain is shown and validated through

measurement results.

Throughout the thesis, all theoretically derived relationships between frequency

domain and time domain and all the developed performance criteria are validated

through measurements on fabricated hardware prototypes.

In the introduction of each chapter the handled problem and the goal of the chapter

are discussed and also the state of the art of the solutions to the given problem are

illustrated, while the conclusion contains the most important results of the chapter

and the novelty introduced in the chapter with respect to the state of the art. At the

end of the thesis the obtained results to the stated problems and the achievement of

the proposed goals are discussed in the conclusions. An Appendix is also inserted, to

summarize specific mathematical background used in the thesis.
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2 Theoretical Background

As introduced in the previous chapter, the main focus of this thesis is analyzing UWB

system components regarding their behavior in the time domain and the effect of the

component’s non-idealities. This concerns in particular the effect on the pulse preser-

ving capability of the components. First of all the mathematical basis of the analyses

that are presented in the following chapters will be introduced. In literature, compo-

nents (filters and antennas) are usually characterized by an analysis conducted mainly

in the frequency domain. In this thesis, a time domain analysis for UWB systems will

be developed, which gives a clearer insight into distortion of the time domain signals.

Moreover, time domain parameters for performance assessment will be defined, that

are directly related to typical signal distortion. Also interrelations between frequency

domain analysis and time domain analysis and parameters will be regarded.

In the following, firstly the commonly used frequency domain analysis is discussed

and the most important parameters are introduced. Then, the time domain analysis

for UWB components is regarded. Also in this case, performance parameters are pre-

sented, which permit to characterize the device’s behavior in the time domain. More-

over, in order to quantify the pulse preserving capability of the device itself, i.e. the

distortion that the device introduces on the signal, specific parameters are introduced.

2.1 Frequency domain analysis

In this section, the main parameters for the frequency domain analysis of UWB devices

are presented.

The frequency domain behavior of a two-port device (see Fig. 2.1) is usually de-

scribed by its transfer function H( f ) [44]. Letting Uin( f ) be the complex voltage signal,

U = |U|ej∠U with ∠U the phase of U, at the device’s input and Uout( f ) the complex

voltage signal at the device’s output in the frequency domain, the input-output rela-

tionship of the two-port can be written as

H( f ) =
Uout( f )

Uin( f )
(2.1)

with H( f ) being the transfer function of the device. In case of a typical two-port

device (e.g. filters), the transfer function corresponds to the S21 parameter of the two-

port device. It has to be pointed out that for particular devices (e.g. antennas) it is not

only a function of the frequency, but it depends also on the angular directions, as it is

illustrated in chapter 5.

In the following sub-section the most important frequency domain parameters, which

can be derived directly from H( f ) are described.
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Uin( f ) Uout( f )

Uout( f ) = H( f ) · Uin( f )

H( f )

Figure 2.1: Two-port device: frequency domain description.

2.1.1 Frequency domain parameters

The most important parameters that permit to characterize and evaluate the perfor-

mance of the device in the frequency domain can be directly calculated from the de-

vice’s transfer function H( f ).

To derive these parameters, firstly the previous equation is rewritten in complex

notation

H( f ) = |H( f )| · ej∠H( f ) (2.2)

where |H( f )| represents the amplitude and ∠H( f ) the phase of the device’s transfer

function. From these two terms, the transfer function amplitude and its phase, it is

possible to define the most important frequency domain parameters.

Amplitude |H( f )| This parameter permits to describe the impact of the device on the

amplitude of the incoming signal, i.e. how the different frequency components

of the incoming signal are weighted by the device. For the analysis of many kind

of devices (such as filters), the knowledge of this weighting permits to assess the

frequency mask of the device itself. In other cases (e.g. antennas), the commonly

analyzed parameter is the squared transfer function absolute value, from which

it is possible to derive other related parameters such as the gain.

Group Delay Time τg( f ) Starting from the phase term, it is possible to define another

important frequency domain parameter: the Group Delay Time (GDT). It is de-

fined as

τg( f ) = − 1

2π

∂∠H( f )

∂ f
. (2.3)

The GDT gives an estimation of the distortion of the signal, introduced by phase

differences for different frequencies. A non constancy of the group delay indi-

cates a resonant character of the device. This means that the structure is able to

store energy.

Both Amplitude |H( f )| and Group Delay Time τg( f ), are not single value parame-

ters but functions over frequency, which makes it impossible to quantify the resulting

distortion in one single number. In the following it will turn out that, when the analy-

sis is performed in the time domain, this will result in simple parameters that allow for

performance evaluation with one single number. Moreover, different distortion effects

can be clearly identified and distinguished.
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uin(t) uout(t)

uout(t) = h(t) ∗ uin(t)

h(t)

Figure 2.2: Two-port device: time domain description.

2.2 Time domain analysis

In this section, the main parameters for the time domain analysis of UWB devices

are presented. The starting point of the analysis in the time domain is the device’s

impulse response h(t). It can be calculated from the frequency domain analytic transfer

function1, defined as [45]

H+( f ) =





2H( f ) f > 0

H( f ) f = 0

0 f < 0

(2.4)

where the factor 2 is used in order to conserve the energy of the signal, and then taking

the real part (ℜ[·]) of its inverse Fourier Transform (IFT, F−1), namely

h(t) = ℜ [ F−1[H+( f )] ] . (2.5)

The absolute value |h+(t)| = |F−1[H+( f )]| gives the envelope of the impulse response.

The time domain relationship between the input signal uin(t) and the output signal

uout(t) (see Fig. 2.2) is defined through the convolution operation, namely

uout(t) = h(t) ∗ uin(t) (2.6)

Hence, it can be recognized that the device’s impulse response is directly obtained in

the time domain as output of the device when a very short pulse (in the ideal case a

Dirac-impulse) is applied at the input.

2.2.1 Time domain parameters

In the time domain there are three main parameters that permit to evaluate the device’s

behavior in one single number. They are related to the device’s impulse response and

its envelope [7], [46].

Peak Amplitude P It represents the peak value of the device’s impulse response enve-

lope, namely

P = max
t

|h+(t)| . (2.7)

It is a measure for the maximal value of the strongest peak of the time domain

impulse response envelope of the device and hence a direct measure for the peak

1It has to be noted that a direct application of the Inverse Fourier Transform to the device’s transfer
function gives a complex-valued impulse response, which is not of physical meaning for an excitation

of the device with real valued signals.
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t

P

P/2

r%

τFWHM

τp

τr

h(t), |h+(t)|
impulse response h(t)
envelope |h+(t)|

Figure 2.3: Filter impulse response, absolute value of its complex envelope and time domain

parameters.

power that can be achieved for impulse radiation. A high peak value P is desira-

ble.

Full Width at Half Maximum τFWHM It is mathematically defined as

τFWHM = t1||h+(t1)|=P/2 − t2|t2<t1, |h+(t2)|=P/2 . (2.8)

It describes the broadening of the transmitted pulse due to the non-ideal behavior

of the device and it is thus a direct measure for the dispersiveness of the device.

Ringing τr Of interest is the ringing duration τr, which is defined as the time until

the envelope has fallen from the peak value P below a fraction r of the peak

amplitude, namely

τr = tr||h+(tr)|=rP − tP|tP<tr, |h+(tP)|=P . (2.9)

Ringing is typically caused by temporary energy storage in resonant structures.

Hence, the ringing duration is a direct measure for the energy storage capability

of the device. The ringing effect is undesired. The energy contained in ringing is

not useful for communications, Radar or sensing and lowers the peak value P.

Hence, in contrast to the frequency domain analysis, in the time domain analysis

the performance of the device can be assessed with three parameters that result in

one single number and have a direct relation to important properties of the device e.g.

pulse power preservation and dispersiveness.

These three parameters are illustrated in Fig. 2.3 for a generic impulse response.

In Tab. 2.1 the parameters of the time domain and frequency domain analyses are

summarized.
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Table 2.1: Frequency Domain-Time Domain Description Parameters.

Frequency Domain Time Domain

Function Transfer Function H( f ) Impulse Response h(t)

Related Function Analytic Transfer Function H+( f ) Envelope |h(t)+ |
Parameter |H( f )|, τg( f ) P, τFWHM, τr

2.3 Fidelity Analysis

In addition to the parameter analysis in the frequency domain and in the time domain,

also a correlation analysis in the time domain is regarded, in order to evaluate the

amount of distortion introduced by the device on the signal. Also the result of the

correlation analysis can be described in one single number. From the knowledge of the

amount of this distortion, it is possible to improve the system itself, as it will be shown

in chapter 5. In the following, the mathematical basis for the correlation analysis in the

time domain is given.

In the performed analysis, it is of interest to quantify the variation of the device’s

output signal with respect to a reference signal (for example the ideally expected out-

put). A parameter that permits to describe the variation between two signals u1(t) and

u2(t) is the so-called distortion d [47]

d = min
τ

∫ +∞

−∞

∣∣∣∣
u2(t + τ)

||u2(t)||2
− u1(t)

||u1(t)||2

∣∣∣∣
2

dt (2.10)

where || · ||2 represents the 2-norm2. The two signals have been normalized by the

2-norm in order to have unit energy and the delay τ has been varied in order to find

the minimum of the integral. If the previous integral is expanded, omitting the terms

that do not influence its minimum, it reduces to

d = min
τ





2 ·


1 −

∫ +∞

−∞

u2(t + τ)

||u2(t)||2
· u1(t)

||u1(t)||2
dt

︸ ︷︷ ︸
F








= min
τ

{2 · [1 − F]} (2.12)

where F is usually referred to as fidelity and expresses the cross-correlation between

the two signals. Consequently, from the previous equation, it can be inferred that the

minimum distortion is obtained when the cross-correlation between the two signals

has its maximum value.

2The 2-norm of a signal x(t) is defined as

||x||2 =

√∫ +∞

−∞
|x(t)|2dt . (2.11)
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It is also important to point out that in the correlation analysis only the shapes of the

signals are investigated and no information about the signal energy content is obtained.

Consequently, for a comprehensive analysis, together with F also the peak amplitude

P has always to be regarded.

In the next chapters this analysis is applied in different scenarios (filters, antennas,

Radar) always with the aim to quantify the distortion.
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3 Time Domain Analysis of UWB Band
Pass Filters

The aim of this chapter is to investigate the time domain behavior of UWB bandpass

(BP) filters, that are applied in order to restrict the transmit signal spectrum to the

frequency range permitted by the regulations. In particular the goal is to analyze

the impact of the filter’s non-idealities in the frequency domain on its time domain

behavior. The aim is to quantify the distortion effect operated by the filter on the

transmitted pulse, i.e., to evaluate the pulse preserving capability of the filter when its

behavior in the frequency domain is not ideal. Moreover, it is of interest to find bounds

on the non-idealities in the frequency domain that will cause only negligible distortion

in the time domain.

In literature there are several investigations on the filter time domain behavior. For

example, in [27] and [28] an analysis of the poles and zeros positions of the filter

has been conducted in order to have the possibility to design an approximation of a

desired time domain filter mask. However, in these contributions a direct relationship

between the non-idealities in the frequency domain and the time domain (filter impulse

response) has not been derived. In [48], an exhaustive analysis of the approximation of

the filter impulse response to a particular function with a pole-zero analysis of the filter

transfer function has been published. Moreover, in [29] an example of a filter design

in the time domain has been provided using the commensurate network theory, but

without investigating the filter non-idealities. An exhaustive analysis of the filter time

domain behavior has been performed in [26]. Here the time domain responses for

different filter topologies have been examined. However, also in this case, even if a

relationship between frequency and time domain has been analyzed, an investigation

of the practical filter non-idealities has not been performed.

The aim of this chapter is to propose a new performance analysis that allows to

quantify the effect of a non ideal frequency domain behavior on the time domain

behavior. The regarded criteria can be easily measured and are helpful for practical

UWB filter design applications. The developed analysis has general validity and can

be applied to different UWB scenarios (e.g. European UWB regulation, FCC . . .). It

directly allows for deriving bounds in the frequency domain that, if respected, will

guarantee negligible distortion of the time domain filter output signal. Starting from

the general formulas, derived practical results are focused on filters for the European

UWB regulation.

Moreover, practical realizations of Ultra Wideband filters are investigated. For that

purpose different realization techniques are compared and prototypes are fabricated.

To these prototypes the novel criteria are applied in order to prove their validity and

13



3 Time Domain Analysis of UWB Band Pass Filters

suitability for practical performance assessments.

The chapter is organized as follows. Firstly, the ideal filter is regarded. Secondly, the

design rules for UWB filters are shortly presented, in order to explain the peculiarities

of the different realizable filter typologies. Then, the frequency domain non-idealities

are described and investigated. Later, their impact on the filter time domain behavior

is evaluated proposing a particular statistical analysis. From this analysis, detailed

results for the impact of the different non-idealities in the frequency domain on the

distortion of the filter output signal are obtained and discussed. Finally, the obtained

results are validated through the investigation of the time domain behavior and the

pulse preserving capability of different practical UWB filter typologies.

3.1 The Ideal Filter

In the ideal case a bandpass filter presents a rectangular frequency mask, which is

flat in the passband and shows a constant group delay time, as illustrated in Fig. 3.1.

The flatness of the mask in the passband means that the different frequency compo-

nents of the incoming signal are weighted all equally, i.e. their amplitude is preserved.

Moreover, a constant GDT means that the filter’s phase is linear and consequently all

frequency components are delayed by the same amount given by the constant value of

the GDT. Letting B be the filter’s bandwidth, fc the centre frequency and τp its constant

GDT, from eq. (2.2) the ideal filter’s transfer function can be written as

Hid( f ) = rect

(
f − fc

B

)
· exp

[
−j2π f τp

]
(3.1)

where the term −j2π f τp represents the phase of the filter due to a constant group

delay time of entity τp. The filter impulse response can be calculated recalling the IFT

relationship

rect

(
f − fc

B

)
· exp

[
−j2π f τp

]
b r B sinc

(
B · (t − τp)

)
︸ ︷︷ ︸

h+(t)

· exp[j2π fct] . (3.2)

The envelope h+(t) of the impulse response is given by the absolute value of a sinc

function. Its peak is shifted from the origin by an amount given by the constant value

of τp, the τFWHM is determined by the spectral extension of the filter rectangular mask

B.

3.1.1 UWB Filter Design

In the following, the basic concepts of the design of filter structures, which are typi-

cally used in the realization of filter typologies, are presented, in order to show that

realizable filters intrinsically differ from the regarded ideal one.

In filter design, the usually defined goal is the amplitude squared transfer function

of the filter, i.e. the goal is usually specified in the frequency domain. The design goal
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Figure 3.1: Ideal filter frequency mask and group delay (left) and corresponding filter impulse

response and its envelope (right).

can be mathematically described as

|H( f )|2 =
1

1 + ǫ2F2
n ( f )

(3.3)

where ǫ is a constant related to the filter ripple, Fn( f ) represents the so-called filter

characteristic function and n the filter order. According to the selected Fn( f ), different

filter transfer functions (Butterworth, Chebychev, . . .) and hence different filter masks

and group delay times can be obtained [14]. Each Fn( f ) has particular properties (such

as fast cutoff in the transitional band, linear phase, . . .) that make the filter suitable for

different operations. It can be directly observed that different realization typologies

have an intrinsic degree of non-ideality due to the fact that in the filter design process

a particular mask is realized, which, according to the selected filter characteristic func-

tion and order, presents passband ripple and non-constant GDT. E.g., Buttherworth

filters have a constant passband mask but their transitional bands are quite large. On

the other hand, Chebychev filters have a ripple in the passband mask and in the GDT.

Linear phase filters have constant GDT [14], [15].

In the design of practical filters, there are various degrees of freedom, which permit

to construct the filter that satisfies the given requirements at best. The design of filters

starts from the identification of the requirements, which usually are:

Frequency Interval i.e. the filter passband;

Filter Characteristic Function it permits to obtain a particular shape of the filter

transfer function and a particular GDT;

Filter Order it determines attenuation, sharpness of transitional band (bands), . . .
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3 Time Domain Analysis of UWB Band Pass Filters

Realization technology lumped elements, distributed elements, microstrip, CPW,

LTCC, etc. Each realization has particular impact on the filter performance, e.g.

on the efficiency.

Consequently, the various realizable filter transfer functions have different GDT (dif-

ferent ripple according to the selected order and characteristic function) and passband

mask (according to the selected parameter ǫ and to the particular Fn). Moreover, the

physical filter realization (selected technology, imperfections in the fabrication pro-

cess, etc.)̇ also introduces a degree of uncertainty in the filter itself, whose actually

measured behavior can differ from the theoretical one. Hence, a useful criterion is

required, which permits to directly quantify the filter time domain behavior and its

deviation with respect to the ideal case directly from information in the frequency do-

main, i.e. from the measured data. This criterion has also to be general, i.e. it has to

be possible to apply it to different filter typologies, so that it permits, given generic

filter measurement data, to directly quantify the filter time domain behavior in term of

distortion with respect to the ideal case.

3.2 Filter Non-Idealities in the Frequency Domain

In this section the description of the filter frequency domain non-idealities is presented,

i.e. how the filter differs from the ideal case. Moreover the effects of these non-idealities

on the filter frequency and time domain behavior with respect to the ideal filter are

discussed.

3.2.1 Group Delay Time

The first non-ideality that is taken into consideration is a non-constant GDT. As dis-

cussed before, the GDT describes the delay suffered by the different components of

the incoming group wave traveling into the filter structure. In the ideal case, the fil-

ter presents a linear phase and a constant group delay time, which means that each

frequency is delayed by the same time amount. In the realistic case, the GDT is not

constant. A non-constant group delay time means that the different components of the

incoming group wave are delayed by different ∆t and hence the time domain response

is distorted. This issue is illustrated in Fig. 3.2. Here, for simplicity and without loss

of generality, it is assumed that the input signal is given by the superimposition of two

sinusoidal functions with different frequencies, i.e., it has only two frequency compo-

nents f1 and f2. Moreover, in order to better clarify the effect of a non constant GDT,

it is assumed that f1, f2 ∈ B, with B the filter bandwidth and that the filter mask is

ideally flat1. In the case of a constant GDT, the two different frequency components of

the signal are both delayed by the same amount and consequently in the time domain

the output signal is simply a shifted version of the input signal, delayed by the constant

amount of the GDT τp. On the other hand, if the GDT is not constant, each component

1This simplification has been assumed to investigate only the effect of a non constant GDT.
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3.2 Filter Non-Idealities in the Frequency Domain

suffers a different delay, i.e. the first component is delayed by τp1 and the second one

by τp2. Hence, the output signal is not the delayed version of the input signal anymore,

as in the ideal case, but a distorted version, as illustrated Fig. 3.2 (right).

Consequently, the possibility to quantify the distortion suffered by the input signal

due to a non constant GDT is an important task when evaluating the performance of

filters, in particular of UWB filters. In that case, in contrast to narrow-band filters, due

to the huge bandwidth of UWB filters, the constancy of the GDT is a challenging task.

tt

ff

τg( f )τg( f )

τp1

τp2

U( f )U( f )

τm

s1(t + τm)

s2(t + τm)

uout(t) = s1(t + τm)
+s2(t + τm)
= uin(t + τm)

f1f1 f2f2

s1(t + τp1)

s2(t + τp2)

uout(t) = s1(t + τp1)
+s2(t + τp2)
6= uin(t + τm)

Figure 3.2: Effect of a non-ideal GDT on the filter output signal when the input is the sum of

two sinusoidal functions with different frequencies. Left: the ideal case (flat GDT).

Right: distortion of the output signal due to a non-constant GDT.

3.2.2 Filter frequency mask amplitude

The second non-ideality in the frequency domain that is investigated is the ripple of

the filter mask in the passband. In the ideal case the filter mask has a rectangular

shape with constant value in the filter passband frequency range. This constant mask

preserves the signal amplitude in the passband frequency interval and consequently

the effect of the filter is only to restrict the spectrum, since all frequency components of

the input signal in the passband are weighted by the same constant amount and all the

other are suppressed. In the non-ideal case the filter passband mask is not constant, i.e.

it shows a ripple. This ripple produces a distortion in the filter output signal since the

different frequency components of the signal spectrum in the passband are weighted

differently. This means that some frequency components are lowered with respect to
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Uout( f )Uout( f )
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Figure 3.3: Effect of a non-ideal filter frequency mask. Left: the ideal case. Right: the presence

of a ripple of entity ∆A in the passband filter mask.

neighbouring frequency components with less attenuation. The resulting effect is that

the amplitude relation versus frequency is deteriorated. This effect is illustrated in Fig.

3.3. Consequently, an investigation of the influence of the ripple in the filter frequency

mask on the filter transient behavior is an important topic to be investigated.

3.3 Analysis of the Impact of the Filter Frequency
Domain Non-Idealities on its Time Domain Behavior

In order to quantify the impact of the filter non-idealities on the time domain behavior,

the filter impulse response is regarded. A method that permits to quantify the devi-

ation of the filter behavior in the time domain, when non-idealities in the frequency

domain are present, from the ideal case (i.e. when there is not any non-ideality in the

frequency domain) is to evaluate the distortion between the ideal filter impulse re-

sponse and the measured filter impulse response, resulting from a non-ideal frequency

domain behavior. Hence, in order to quantify this distortion, a correlation analysis is

performed. Moreover, as stated in the previous chapter, since the correlation analy-

sis alone cannot give any information about the energy content, also the time domain

parameters (defined in section 2.2.1) are calculated. Consequently, together with the

value of the fidelity F, also the peak amplitude P, the FWHM τFWHM and the ringing

τr are calculated.

In order to be able to derive a general relationship between the frequency domain
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and the time domain behavior, random non-ideal frequency domain transfer functions

are stochastically modeled. In this modeling, the non-idealities are described by statis-

tical parameters like e.g. standard deviation.

With the performed analysis, it is possible to find bounds on the values of the statis-

tical non-idealities in the frequency domain that guarantee a quasi-ideal time domain

impulse response. Moreover, with the performed analysis it is possible to directly

characterize the time domain behavior of a particular filter and its pulse preserving

capability from the knowledge of the statistical properties of the non-idealities in the

frequency domain from measured data.

3.3.1 Statistical Analysis Procedure

In order to quantify the impact of the deviation of the time domain filter behavior from

the ideal case due to the presence of frequency domain non-idealities (non-constant

GDT and non-flatness of the filter frequency mask), a statistical analysis approach has

been developed, since there is no deterministic solutions. In this section, the procedure

followed for this statistical analysis is presented.

The effect of both non-idealities is jointly evaluated by creating a high number of

random non-ideal filter transfer functions Hrand( f ) in the following way. For each

random transfer function, firstly, a mask Arand( f ) is generated with a random ripple

in the passband. Secondly, a non constant GDT τg( f ) is randomly created and then

integrated over the frequency (see eq. (2.3)) to obtain the phase term ∠Hrand( f ) of the

transfer function. Then, according to eq. (2.2) the complete transfer function Hrand( f )
of this non-ideal random filter is calculated as

Hrand( f ) = Arand( f ) · exp[j∠Hrand( f )] . (3.4)

From this transfer function, following the procedure described in the section 2.2 in

the previous chapter, the corresponding filter impulse response hrand(t) is derived.

In order to quantify the deviation of the obtained impulse response from the ideal

case, the values of the peak amplitude P, the FWHM τFWHM and the ringing τr are

calculated. Moreover, a correlation analysis has been performed. Being the aim the

quantification of the distortion between the ideal filter impulse response hid(t) and the

random one hrand(t), the fidelity F between hid(t) and hrand(t) is evaluated, following

the procedure presented in section 2.3 in chapter 2.

3.3.1.1 Random Model for the filter mask

The created filter mask Arand( f ) presents a random ripple, hereafter called ρA( f ). It is

assumed that the values of this ripple are randomly distributed according to a Gaussian

distribution and that the ripple follows a Gaussian random process2 ΞA( f ). This choice

has been made based on [26] and on measurements of real filter implementations. This

means that a generic ripple is a particular realization ξA
i ( f ) of the process ΞA( f ), i.e.

ρA( f ) = ξA
i ( f ) . (3.5)

2In the Appendix the mathematical background for random Gaussian processes is given.
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3 Time Domain Analysis of UWB Band Pass Filters

Such a process is characterized by the mean value µA, the standard deviation σA and

the correlation frequency separation ∆ fcorr,A, which gives the rate of variation of the

process itself.

Letting the filter passband be in the frequency interval fL < f < fH , the random

filter mask Arand( f ) is generated as3

Arand( f ) =

{
1 − |ρA( f )| fL ≤ f ≤ fH

0 f < fL, f > fH
(3.6)

Arand( f ) has been set to zero outside the interval fL ≤ f ≤ fH since the interest is to

investigate the passband non-idealities.

In the performed analysis the following assumptions are made:

mean value µA = 0;

standard deviation σA has been taken as the parameter to be varied;

correlation frequency separation ∆ fcorr,A. This value has been selected after experi-

mental verifications of different filter implementations4 (for EU-UWB it has been

assumed ∆ fcorr,A = 0.2 GHz.)

3.3.1.2 Random Model for the filter GDT

In practical realizations the GDT τg( f ) is not constant but presents peaks at the lower

and upper frequencies of the passband interval, due to resonance effects of the filter

structure at the cutoff frequencies [26]. According to that, the simulated GDT is as-

sumed to have two peaks, one for each transitional band. The shape of each peak has

been assumed to be Gaussian. Hence, the part of the random GDT caused by resonance

effects results to have a composed Gaussian shape, namely

γτ( f ) = τm1 · exp

[
− ( f − fL)2

2σ2
G1

]
+ τm2 · exp

[
− ( f − fH)2

2σ2
G2

]
(3.7)

where τm1, τm2 are factors that permit to vary the entity of the peaks and σG1, σG2 are

the apertures of the Gaussian curves. After experimental verifications and simulations

and from [26] it has be seen that, setting σG1 = σG2 = 0.2 GHz, γτ( f ) represents typical

practical UWB filters for the EU regulation. It has been observed that, for smaller

values of σG1,2, the physical GDT curves are not well suited anymore, while for σG1,2

higher than 0.2 GHz the calculated GDT decreases (rises) too early in correspondence

to the lower (higher) transitional band with respect to the observed real cases. From

practical observations and from [26], the values τm1 and τm2 are assumed equal τm1 =

τm2 = τm.

To this composed Gaussian shape a random background ripple ρτ( f ) is added in

order to simulate the non-flatness of the GDT in the passband. Also in this case, it is

3The absolute value on the ripple has been inserted in order to have A( f ) < 1, i.e. no amplification is

taken into account.
4For more details, refer to the Appendix.
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Figure 3.4: Illustration of the constructed non-ideal filter transfer function: the non-flat filter

mask (black) and the non-constant GDT (gray) and some of the parameters defined

in the previous sections.

assumed that the ripple is described by a Gaussian random process Ξτ( f ) with mean

µτ , standard deviation στ, and correlation frequency separation ∆ fcorr,τ, namely

ρτ( f ) = ξτ
i ( f ) (3.8)

where ξτ
i is a generic realization of the process Ξτ( f ).

The mean value µτ can be interpreted as the mean delay, which the signal undergoes

when traveling through the filter structure. The mean GDT does not influence the

shape of filter impulse response, it only shifts the filter impulse response. Hence,

in the following analysis it is set to 0 ns. Supported by experimental results, in the

EU-UWB case, the correlation frequency separation ∆ fcorr,τ is set to 0.2 GHz and the

standard deviation is taken as the parameter to be varied. Since only the in-band GDT

is of interest, the overall GDT is given by

τg( f ) =

{
γτ( f ) + ρτ( f ) fL ≤ f ≤ fH

0 f < fL, f > fH
(3.9)

The standard deviation of the GDT τg( f ) is called σGDT and it is influenced by τm

and στ. In the following, τm is set to 1 ns (a typical value observed in measurements)

while στ is varied. The obtained random group delay is integrated over the frequency

in order to obtain the phase ∠Hrand of the filter transfer function, according to the

GDT-phase relationship given by equation (2.3). Once the phase of the filter transfer

function is calculated, it is inserted in equation (3.4).

An illustration of the random filter transfer function with both the random non ideal

filter passband frequency mask and non constant GDT is shown in Fig. 3.4, together

with some of the previously defined statistical parameters.
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3.3.1.3 Monte Carlo Analysis

In order to quantify the influence of the ripple in the passband filter mask and of the

GDT on the time domain filter performance, in a Monte Carlo analysis random transfer

functions Hrand( f ) are calculated with a variation of both σA and στ. From each random

GDT realization, the value of σGDT is recovered. For each randomly calculated transfer

function, the corresponding filter impulse response is calculated by equations (2.4)-

(2.5). Then, the fidelity F is computed with equation (2.12) comparing the ideal filter

impulse response to the randomly obtained one, together with P, τFWHM, and τr (ref.

to eq. (2.7)-(2.9)). For each parameter pair (σA, στ), 1000 realizations of the processes

are generated with the following steps summarized in Tab. 3.1.

Table 3.1: Parameters’ values of the statistical analysis

Parameter Step

0 ≤ σA ≤ 0.5 0.025

0 ≤ στ ≤ 1 ns 0.05 ns

This also includes the case of a flat filter mask and non-constant GDT assuming

A( f ) = 1 for fL ≤ f ≤ fH and varying only στ. On the other hand, also the case of

only a non-flat filter mask has been analyzed, setting τg = 0 ns and varying only σA.

The analysis of these two degenerated cases allows for evaluating the influence of each

non-ideality itself.

3.4 Obtained Results

The results of the statistical analysis are reported and discussed in this section. More-

over, bounds on σA and σGDT that causes only negligible distortion are derived. In the

analyzed case of UWB filters for the European regulation, the bandwidth is B = 2.5

GHz with fL = 6 GHz and fH = 8.5 GHz. With these assumptions the resulting values

for the ideal filter are τFWHM = 0.48 ns and τr = 1.06 ns for r = 0.1. It has to be

noticed that the filter impulse response has also in the ideal case a non-zero FWHM

and ringing, due to the fact that B < ∞.

In the following figures 3.5 - 3.8, the mean value of each parameter (F, P, τFWHM and

τr) over the 1000 realizations for each pair (σA, σGDT) is plotted. The points located

on the horizontal axis, i.e. at the positions (σGDT,0), represent the case in which only

a non-constant GDT is present (i.e. A( f ) = 1 for fL ≤ f ≤ fH). The points located

on the vertical axis, i.e. at the positions (0,σA), represent the case of a constant GDT

and non-flat filter mask. The ideal case (flat passband filter mask and constant GDT)

is located in the plot at the position (0,0).
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3.4.1 Fidelity Analysis

First, the results of the fidelity analysis are regarded. As it can be seen from Fig. 3.5, F

depends on both σA and σGDT, i.e., both non-idealities contribute to deteriorate the time

domain filter behavior with respect to the ideal case. For low values of GDT variation

and for low ripple in the passband frequency mask, the fidelity F is mainly affected

by the GDT variation. As σA increases, also the passband mask ripple influences the

fidelity F. Nevertheless, σGDT is much more critical than σA. The highest values of the

fidelity (F > 0.9) result for σA < 0.35 and σGDT < 0.1 ns in a small region of the (σA,

σGDT) plane. It is obvious that combinations of σA < 0.35 and σGDT < 0.1 ns should

be the goal of UWB bandpass filter design in order to guarantee high fidelity of the

output signal.
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Figure 3.5: Fidelity F between the ideal and the random filter impulse responses for different

values of σA and σGDT.

3.4.2 Peak P

In Fig. 3.6 the peak values P of the filter impulse responses are plotted. The plot is

normalized to the peak of the ideal filter impulse response (hence in (0,0) P = 1).

The peak values P depend strongly on both σA and σGDT, which cause the peak P to

decrease as they increase. As discussed in section 3.2.1, the ripple in the filter GDT

causes different time delays of the different frequency components. Consequently the

pulse is spread over time and the peak P decreases. This spreading of the pulse in

time can be also inferred looking at the previous Fig. 3.5, where the fidelity is very low

for high value of σGDT. It can be derived that for σA < 0.15 and σGDT < 0.25 ns the

normalized peak P is high (P > 0.95).
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Figure 3.6: Peak P of the random filter impulse responses for different values of σA and σGDT

normalized to the peak of the ideal filter impulse response.

3.4.3 FWHM τFWHM

In Fig. 3.7, the values of τFWHM of the filter impulse responses, calculated according

to eq. (2.8), are illustrated. The minimum τFWHM that can be achieved for the EU-

UWB case is 0.5 ns. Observing the plot, it can be inferred that the FWHM is mainly

influenced by the ripple in the filter GDT, whereas the ripple in the passband filter

mask has little influence on this parameter. On the other hand, the presence of a ripple

in the GDT causes the different components to be delayed by different delays and

hence the pulse is spread in time, as clarified in section 3.2.1. From Fig. 3.7 it can be

evinced that a small increase (lower than 20%) of the filter FWHM with respect to the

ideal case can be obtained for σGDT < 0.1 ns, while σA does not influence this value. In

that case it is guarantee that τFWHM < 0.6 ns.

3.4.4 Ringing τr

In Fig. 3.8 the ringing duration τr of the filter impulse response for r = 0.1 is plotted.

The ringing is influenced by both the GDT and the ripple in the passband filter mask.

From Fig. 3.8 it can be seen that a maximum increment of the ringing of approximately

45% (τr < 1.5 ns) occurs only in a small area of the (σA, σGDT) plane for σA < 0.2 and

σGDT < 0.1 ns. For any higher value of σA and σGDT the ringing increases drastically.

Hence, both non-idealities have a very high impact on the ringing duration.
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Figure 3.7: FWHM τFWHM of the random filter impulse responses for different values of σA and

σGDT.

3.4.5 Derived bounds

From the performed analysis it can be seen that there exists bounds on the standard

deviation of the passband mask and of the GDT that must be respected in order to have

only negligible distortion compared to the ideal filter. These bounds are depending on

the filter bandwidth and centre frequency. Since the previous simulations have been

conducted for the European regulation, the bounds derived here will also apply only

for this specific application. Nevertheless, by repeating the described Monte Carlo

simulation procedure for another filter design goal (such as FCC regulation), similar

bound values can be obtained for other regulations.

According to the results obtained with the performed analysis, in order to have

a quasi-ideal time domain behavior of UWB filters for the EU-UWB regulation, the

maximum allowed variation of the ripple in the passband filter mask is σA < 0.15 and

for the GDT σGDT < 0.1 ns. With these values the decrement of the peak P of the filter

impulse response with respect to the ideal case is only 5%, i.e. P = 0.95 relative to the

peak of the ideal case, the FWHM has an increment lower than 20% (being τFWHM < 0.6

ns), the ringing duration is lower than 1.5 ns (its increment with respect to the ideal

case is lower than 45%). Moreover, the fidelity F is high (higher than 0.9). Hence, with

these bounds the filter presents a good, quasi-ideal, time domain behavior and pulse

preserving capability.

The validity of these bounds will be proven in the following with measurement

results from filters developed for the EU-UWB regulation.
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Figure 3.8: Ringing duration τr with r = 0.1 of the random filter impulse responses for different

values of σA and σGDT.

3.5 Practical UWB Filter Typologies

In this section different approaches to the design of UWB filters are investigated and

compared. Prototypes for different realization techniques are fabricated and charac-

terized with classical frequency domain parameters as well as in the time domain. Of

particular interest is the impact on the time domain filter behavior of the different

realization typologies. Moreover, the previously introduced analysis is applied and

validated through measurement results. Firstly, techniques for the realization of UWB

bandpass filters are presented. Secondly, different UWB bandpass filter typologies are

investigated by analyzing the measured results of fabricated filter prototypes.
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Figure 3.9: The lowpass filter model.
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3.5.1 Filter Design

In order to realize the desired filter transfer function, a filter synthesis has to be per-

formed. This is accomplished starting from a lowpass filter model composed of a

cascade of inductors Li and capacitors Ci, whose values gi are normalized so that the

filter input resistance (or conductance) is unitary and the filter has a unitary cut-off

frequency [14], [15]. The schematic representation of this filter model is given in Fig.

3.9.

The first step in the design procedure consists in selecting the desired filter charac-

teristic function Fn( f ) and filter order n that satisfy the given requirements. Then, the

values of each element gi can be calculated or derived from tabulated values.

Once the structure is defined, it has to be converted into the desired network topo-

logy (lowpass, bandpass, highpass, bandstop) and de-normalized to the desired input

impedance Z0. This conversion can be made using frequency transformations [14],

[15].

Lowpass Transformation This kind of transformation permits to obtain practical low-

pass filters, with desired cutoff frequency fC and input impedance Z0, starting

from the previously described model.

Highpass Transformation It permits to derive an highpass filter with desired cut-off

frequency fC and input impedance Z0, starting from the previously described

lowpass model.

Bandpass Transformation With this transformation it is possible to obtain a band-

pass filter with desired input impedance Z0, lower cut-off frequency fL and upper

cut-off frequency fH , starting from the previously described lowpass model.

Bandstop Transformation It permits to derive a bandstop filter with desired stop

band and input impedance Z0, starting from the previously described lowpass

mode.

Richard’s Transformation These particular transformations permit to convert lumped

elements into distributed transmission line elements for practical implementation

of microwave filters.

Once the de-normalized filter structure has been obtained, i.e. the actual values of

C
′
i and L

′
i are calculated, the impedance of the connecting lines corresponding to the

values required for the lumped elements is derived.

3.5.2 UWB Filter Typologies

The task of realizing filters operating in the Ultra Wideband range is quite challenging.

In literature, different filter structures have been proposed using different realization

techniques. One classical technique consists in realizing filters with resonators at the

center frequency of the UWB band [16], [17], [18]. This technique is relatively easy

to implement and it is consolidated with a rather large number of references [14],
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3 Time Domain Analysis of UWB Band Pass Filters

[15], [44]. In the case of UWB filters, classical methods like end-coupled or parallel-

coupled techniques are usually not implemented since the gaps between the coupled

lines required to obtain such a huge bandwidth are often too small and hence not

realizable.

Other methods consist in realizing UWB bandpass filters through a cascade of a

lowpass and a highpass section [24], [49] and in some cases these two sections are

integrated into the same unit to decrease the overall filter dimensions. Recently, some

contributions have proposed UWB bandpass filters using back-to-back line transitions

[50], [51], [52], which can be implemented as microstrip-to-slotline or microstrip-to-

CPW transitions.

In the following, these most frequently used and important filter typologies are in-

vestigated in order to find out the characteristics of each particular realization tech-

nique. For each approach, a prototype filter is designed, fabricated and characterized

in the frequency domain and in the time domain. The previously developed analysis

based on the standard deviations of the GDT and of the passband ripple is here used

in order to quantify the filter time domain behavior and pulse preserving capability.

Moreover, the random analysis is validated through measurement results.

3.5.3 Band Pass Filters with Resonator Stubs

This filter typology permits to obtain a bandpass behavior using stub resonators, whose

length is a quarter-wavelength at the center frequency of the bandpass interval. This

typology permits to realize different filter masks (i.e. Chebychev, Butterworth, . . .) and

can be implemented using two main methods: short-circuited stubs realizations and

open-end stubs realizations (see Fig. 3.10) [14], [15].

Short-Circuited Stubs Filters The transmission line model of this filter implementa-

tion is given in Fig. 3.10(a). It consists of n short-circuited stubs with length

ℓS = λg,c/4, connected by n − 1 lines with length ℓC = λg,c/4, where λg,c repre-

sents the guided wavelength5 at the center frequency fc and n the filter order.

Open-End Stubs Filters The open-end method (Fig. 3.10(b)) is composed by n open-

end stubs with length ℓS = λg,c/2, connected by n − 1 lines with length ℓC =
λg,c/4. This structure possesses additional passbands also in the vicinity of f = 0

and at the frequencies f = 2k fc with k integer. The open-end stubs are composed

of two sections with different lengths and impedances. By changing this length it

is possible to change the location of the poles with respect to the previous method

and hence to change the transitional band/stopband characteristic.

Pseudo-Highpass Filters It has to be included into this section of resonator filters

also another class of bandpass filters which are derived from highpass structures.

5For a substrate with permittivity εr, the guided wavelength λg,c corresponding to the in-vacuum

wavelength λc is given by

λg,c =
λc√

εr
. (3.10)
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(c) Pseudo-Highpass Filter

Figure 3.10: Realization schemes of bandpass filters with resonator stubs.

This kind of filters are based on the periodic structure of high pass filters [15].

They are composed of n short circuited stubs of length λg,L/4 connected by lines

of length λg,L/2, where λg,L is the guided wavelength corresponding to the lower

cut-off frequency fL (see Fig. 3.10(c)). A filter order n of this filter typology is

equivalent to a filter order 2n − 1 of a conventional band pass filter [15].

The value of the stub impedances Zi and of the connecting-line impedances Zij can be

directly obtained from tabulated filter parameters, according to the desired filter mask

and order.

In order to analyze the frequency and time domain behavior of bandpass resonator

filters, different prototypes have been fabricated and tested. In the following, two

examples are shown, and the main characteristics of this filter typology are pointed

out.

• Model 1: The fabricated filter, implementing a 7th-order bandpass Chebychev

mask, has been etched on a Rogers substrate RO3206, with εr = 6.15 and thick-

ness h = 0.64 mm (see Fig. 3.11).

• Model 2: The fabricated filter, implementing a 6th-order bandpass Chebychev
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mask, has been etched on a Rogers substrate RO4003, with εr = 3.38 and thick-

ness h = 1.57 mm (see Fig. 3.12).

Figure 3.11: The realized filter structure: Model 1.

Figure 3.12: The realized filter structure: Model 2.

3.5.3.1 Model 1: Frequency domain analysis

The fabricated prototype of the filter structure Model 1 has been measured in the

frequency domain with a VNA. The measurement has been performed in the frequency

interval 2 − 18 GHz with a resolution of N = 801 points. The frequency resolution

of the acquired data is ∆ f = ( fH − fL)/N = 20 MHz. The absolute values of the

measured S21 and S11 parameters are shown in Fig. 3.13. The measured filter mask

(|S21| parameter) perfectly matches with the design goal of the filter mask. The width

of the transitional bands is very small. In fact, as previously said, the filter is based on

a 7th order Chebychev structure. Due to this high filter order, the realized structure

presents sharp transitional bands. The passband ripple of the filter mask is high (3

dB). This is mainly due to the selected stub realization and of the selected Chebychev

characteristic function, which has the advantage of having sharp transitional bands but

it oscillates in the passband [15]. In Fig. 3.14, the GDT parameter is shown. It has been

calculated starting from the measured phase of the S21 parameter and then applying to

it a derivation with respect to the frequency, according to eq. (2.3). The GDT presents

two peaks which can be approximated by a composition of two Gaussian functions

(see Fig. 3.14): one at the lower cut-off frequency, 6 GHz, and the second at the upper

cut-off frequency, 8.5 GHz. The GDT is non-constant in the passband, but presents

low oscillations. These oscillations are due to energy storage and resonances inside the

structure itself. The transition regions from 5.5 GHz to 6 GHz and 8.5 GHz to 9 GHz
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cause clearly visible distortions in the group delay at these frequencies. The measured

filter GDT perfectly matches with the assumption of the developed random model of

the GDT.
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Figure 3.13: Measured |S21| (solid line) and |S11| (dotted line) parameters of the fabricated

resonator stub filter Model 1.
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Figure 3.14: Passband zoom of the measured GDT τg( f ) of the fabricated resonator stub filter

Model 1.

frequency f in GHz
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In Tab. 3.2 the measured values of the frequency domain non-idealities for this filter

are summarized.

Table 3.2: Measured value for the developed analysis (Model 1).

Parameter measured value

σA 0.393

σGDT 0.3 ns

3.5.3.2 Model 2: Frequency domain analysis

The same measurement procedure of filter Model 1 has been applied to filter Model 2.

In Fig. 3.15 the absolute values of the measured S21 and S11 parameters are illustrated.

This filter typology presents a good passband and stopband behavior, with a low level

of passband ripple and a high stopband attenuation. The transition bands are quite

sharp, due to the high filter order and the characteristics of the Chebychev mask. In

Fig. 3.16, the GDT parameter is illustrated. It presents low oscillation in the pass-band.

The transition regions from 5 GHz to 6 GHz and 8.5 GHz to 9.5 GHz cause clearly

visible distortions in the group delay at these frequencies. Also in this case the GDT

presents two peaks that can be approximated by Gaussian functions (see Fig. 3.17): one

at the lower cut-off frequency, 6 GHz, and the second at the upper cut-off frequency,

8.5 GHz.
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Figure 3.15: Measured |S21| (solid line) and |S11| (dotted line) parameters of the fabricated

resonator stub filter Model 2.

frequency f in GHz
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Figure 3.16: Measured GDT τg( f ) of the fabricated resonator stub filter Model 2.
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Figure 3.17: Zoom of the measured GDT τg( f ) of the realized resonator stub filter Model 2 in

the passband.

frequency f in GHz

In Tab. 3.3 the measured values of the frequency domain non-idealities for this filter

are summarized.
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Table 3.3: Measured value for the developed analysis (Model 2).

Parameter measured value

σA 0.22

σGDT 0.143 ns

3.5.3.3 Model 1: Time domain analysis

The filter impulse response has been calculated according to the method illustrated in

section 2.2. The recovery of the time domain data has been performed as described

in the Appendix in section A.1. Starting from the measured filter transfer function

H( f ) = S21( f ), zeros have been inserted between 0 and 2 GHz and a zero-padding

at the end of the sample vector from 18 to 50 GHz has been performed, in order to

increase the time domain accuracy. The analytic filter transfer function H+( f ) has

been constructed as (see eq. (2.4))

H+( f ) =






2H( f ) f > 0

H( f ) f = 0

0 f < 0

(3.11)

From the analytic transfer function the filter impulse response has been recovered via

IDFT, namely (see eq. (A.1))

h(k∆t) = ℜ
[

Ñ−1

∑
n=0

H+(n∆ f ) · exp

[
j
2π

Ñ
kn

]]
(3.12)

where Ñ is the number of points resulting after the zero padding.

Together with the filter impulse response, also the impulse response of the ideal

filter has been calculated. It has been obtained by generating a mask with a constant

value of 1 in the passband (6 − 8.5 GHz) and zeros elsewhere in the frequency interval

0− 50 GHz, with a frequency resolution of ∆ f = 20 MHz, as the measured data. From

its analytic transfer function, the impulse response has been recovered via IDFT.

The impulse response of the realized filter has been normalized to the maximum

value of the envelope of the impulse response of the ideal filter. This permits to directly

assess the impact of the non-ideal filter behavior with respect to the ideal filter.

The impulse response of the filter Model 1 is illustrated in Fig. 3.18 together with

its envelope. It has been normalized to the peak of the ideal filter impulse response.

Its normalized peak is P = 0.651, i.e. it has a decrement of 35.5% with respect to

the ideal case. The FWHM is τFWHM = 0.61 ns and the ringing is (for r = 10%)

τ0.1 = 1.92 ns. In Tab. 3.4 the measured value of the filter time domain parameters are

compared with the predicted values from the developed statistical analysis. The values

predicted from the statistical analysis has been obtained looking at the calculated 2D

plots (see Fig. 3.6, 3.7 and 3.8) for the pair (σA, σGDT) = (0.393 ns, 0.3 ns) (see Tab. 3.2).

The time domain parameters calculated after the measurements are in accordance

with the prediction of the developed statistical analysis.
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Figure 3.18: Measured impulse response h(t) (solid line) and its envelope |h+(t)| (dotted line)

of the fabricated resonator stub filter Model 1, normalized to the peak of the ideal

filter impulse response peak.

Table 3.4: Time domain parameters of the resonator stub filter Model 1: measured values vs.

values predicted from statistical analysis

Parameter measured value predicted value

P 0.651 0.7

τFWHM 0.61 ns 0.65 ns

τ0.1 1.92 ns 2.2 ns
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Figure 3.19: Measured impulse response h(t) (solid line) and its envelope |h+(t)| (dotted line)

of the fabricated resonator stub filter Model 2, normalized to the peak of the ideal

filter impulse response peak.

3.5.3.4 Model 2: Time domain analysis

In Fig. 3.19 the impulse response of the filter Model 2, together with its envelope, is

illustrated, normalized to the peak of the ideal filter impulse response. The normalized

peak is P = 0.8133, i.e. it has a decrement of 18.7% with respect to the ideal case. The

FWHM is τFWHM = 0.48 ns and the ringing are 1.02 ns.

In Tab. 3.5 the measured time domain parameters together with those predicted from

the performed statistical analysis are given.

Table 3.5: Time domain parameters of the resonator stub filter Model 2: measured values vs.

values predicted from statistical analysis

Parameter measured value predicted value

P 0.8133 0.85

τFWHM 0.48 ns 0.5 ns

τ0.1 1.02 ns 2.2 ns

The time domain parameters are in accordance with the prediction of the statistical

analysis.

It has to be pointed out that the ringing effect of this filter structure is mainly caused

by energy storage, which is responsible for the dispersion of the signal in time. In

fact, this kind of filter is realized using quarter-wavelength resonators. Hence, it can

be concluded that the resonance effect degrades the time domain behavior of the filter,
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causing long ringing duration in the impulse response.

3.5.4 Integrated lowpass-highpass sections filters based on
microstrip-to-slotline transitions

In this section another typology of UWB bandpass filters is analyzed. This kind of

filter consists in the integration of a lowpass and a highpass section. The integration of

these two sections permits to reduce the used space with respect to a classical cascade

of two sections. The filter here regarded is realized as a back-to-back structure, which

is realized through microstrip-to-slotline transitions.

The highpass behavior is obtained through microstrip-to-slotline transitions. These

transitions are formed by the series of two T-junctions; at the input by a microstrip-

to-slotline transition and at the output by a slotline-to-microstrip transition. For an

efficient wideband coupling from the slotline to the microstrip line, circular cavities

are inserted as inductive elements at both ends of the slotline, and circular patches are

inserted at the terminations of the microstrip lines [53]. The low-pass unit is composed

by resonators realized on the slotline, which exhibit a low radiation loss. These stubs

are dimensioned in order to have approximately a length of ℓS = λg/4 (where λg is

the guided wavelength) at the upper frequency of the EU-UWB band fH = 8.5 GHz

and are in series connected by lines with length ℓC = λg/8.

A filter prototype etched on a substrate Rogers RO4003 with εr = 3.38 and thickness

h = 0.51 mm (Fig. 3.20) has been fabricated and measured. Its dimensions are very

small (substrate dimension: 2.5 × 3 cm2; filter dimension 12 × 6 mm2).

Figure 3.20: The fabricated filter with integrated lowpass-highpass sections: rear side (left) and

front side (right).

3.5.4.1 Frequency domain analysis

The absolute values of the measured S21 and S11 parameters are illustrated in Fig.

3.21. The |S11| is below -18 dB in the whole filter pass-band. The upper transition

band is steeper compared to the lower transition band, which is mainly due to the

microstrip-to-stripline transition [53]. The filter mask presents a small passband ripple

whose standard deviation to the mean value in the filter pass-band is 0.58 dB. Also

this effect is mainly a result of the microstrip-to-slotline transition, as described in [53].
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Figure 3.21: Measured |S21| (solid line) and |S11| (dotted line) parameters of the fabricated filter.

frequency f in GHz

The group delay time (Fig. 3.22) is very flat in the filter passband. Its mean value is

0.3729 ns and it has a standard deviation in the passband of 58.1 ps.
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Figure 3.22: Measured GDT τg( f ) of the fabricated filter.

frequency f in GHz

In Tab. 3.6 the measured standard deviations of the frequency domain non-idealities

for this filter are summarized.
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Table 3.6: Measured value for the developed analysis.

Parameter measured value

σA 0.23

σGDT 0.0581 ns
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Figure 3.23: Measured impulse response h(t) (solid line) and its envelope |h+(t)| (dotted line)

of the fabricated transition filter, normalized to the peak of the ideal filter impulse

response peak.

time t in ns

3.5.4.2 Time domain analysis

The filter transient response has been calculated using the method illustrated in sec-

tion A.1, as for the resonator stub filters. The filter impulse response obtained for

the transition filter is illustrated in Fig. 3.23 together with its envelope. The plot has

been normalized to the peak of the impulse response envelope of the ideal filter. The

peak value is high: its normalized value is 1.16. This is a result of the smooth transi-

tion of the highpass section, which allows for a considerable amount of power below

6 GHz to pass the filter, which then contributes to increase the peak of the filter im-

pulse response. The FWHM is small (τFWHM = 0.4 ns) and the ringing duration is

quite low. The ringing duration for a value of the parameter r = 10% is τ0.1 = 0.66

ns. The presence of ringing is mainly resulting not only from the non-perfect constant

group delay time, but also from the limited flatness of the filter pass-band mask.

In Tab. 3.7 the calculated time domain parameters of the filter are given, together

with the predicted values obtained from the proposed statistical analysis for the mea-

sured pair (σA, σGDT) = (0.23, 0.0581 ns).
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In comparison with the stub realization, the transition filter offers better time domain

performance, but at the same time the sharpness of the transition band is limited due

to the characteristics of the microstrip-to-slotline transition.

Table 3.7: Time domain parameters of the transition filter: measured values vs. values pre-

dicted from statistical analysis.

Parameter measured value predicted value

P 1.16 0.8

τFWHM 0.4 ns 0.5 ns

τ0.1 0.66 ns 1.15 ns

3.5.5 CPW Filters

In this section a third typology of UWB bandpass filters is investigated: filters realized

through Coplanar Wave Guide (CPW) technology. In the following, the basic elements

for a filter realization in CPW technology are regarded. Then, the realized filter proto-

type is presented.

3.5.5.1 CPW Filter Elements

The basic elements in CPW technology are realized through discontinuities in the CPW

structure itself [54], [55], [56]. The CPW structure without discontinuities is shown

in Fig. 3.24(a). The most important discontinuities, which represents fundamental

components for the realization of filters, are now summarized.

Step Change in Width A step change in the width of the CPW center conductor (see

Fig. 3.24(b)) can be modeled as a shunt capacitance CL. It has a lowpass behavior.

Series Gap A series gap in the CPW center conductor can be modeled as a lumped

π-network (see Fig. 3.24(c)) consisting of a coupling series capacitance Cg2 and

two fringing shunt capacitances Cg1
and Cg3 , all of them being a function of the

gap size.

Defected Ground Plane Slots etched in the CPW ground plane, as shown in Fig.

3.24(d), act as bandstop filters, whose center frequency is directly proportional

to the slot length. In first approximation, they can be modeled as a series induc-

tance.

Open-End Series Stub An open-end series stub realized in CPW technology is il-

lustrated in Fig. 3.24(e). It can be modeled, in first approximation, as a series

capacitance Co, whose value is function of the finger dimensions. This element

presents a highpass behavior.
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Short-End Series Stub A short-end CPW series stub (see Fig. 3.24(f)) can be modeled,

in first approximation, as a series inductance and presents a bandstop behavior.

Open-End Shunt Stub An open-end CPW shunt stub is shown in Fig. 3.24(g) (left).

Air bridges have to be added in order to connect the ground for suppression of

the coupled slotline mode. This structure can be modelled with the circuit shown

in Fig. 3.24(g) (right), where the reactance Xs is due to the coplanar waveguide

mode excited in the CPW stub and the reactance Xc is due to the coupled slotline

mode, as described in [56]. Ca and La represent parasitic capacitance and induc-

tance, respectively, resulting from the air bridges [55]. The complete structure has

a lowpass behavior.

Short-End Shunt Stub A short-end CPW shunt stub (see Fig. 3.24(g), center) can be

modeled, analogously to the open-end shunt stub. Also in this case air bridges

have to be added for mode suppression. This has a highpass behavior.

Through an appropriate combination of these basic elements, different filter typologies

(lowpass, highpass, . . .) can be realized [57], [58].

3.5.5.2 CPW Bandpass Filter

Starting from these basic elements, a particular UWB filter structure has been realized.

The filter is constructed by a cascade of a highpass section and a lowpass section. The

highpass section is composed of two basic elements: the open-end series stub and the

short-end shunt stub. The usage of two different elements for realizing the highpass

section has been chosen in order to increase the sharpness of the transitional band at

the cutoff frequency without highly increasing the occupied space, since they can be

integrated one into the other. Also two element of only one typology could be used,

but in this case, since elements of the same type cannot be easily integrated one into

each other, the space occupancy would increase. The two selected different elements

for the highpass section permit to be integrated one into the other and consequently

to save space obtaining also the desired sharpness. The length of the shunt stub and

of the open-end series stub has been set to a quarter wavelength corresponding to

fL = 6 GHz.

The lowpass section has been realized through a step change in the width of the

central conductor. In order to highly suppress the upper band and make the transi-

tional band sharper, instead of repeating the previous section, additional slots have

been added in the CPW ground plane at both sides, realizing a defected ground plane

structure. The length of these slots has been set to the guided quarter wavelength

λgH/4 corresponding to the upper cut-off frequency fH = 8.5 GHz. The complete low-

pass section is composed of three step changes (each one of length λgH/4) and three

symmetric slots in the CPW ground plane.

The final filter design consists of a cascade of two highpass sections and the described

lowpass unit comprising three sections. A prototype of the developed filter structure

has been etched on a substrate RO4003 with εr = 3.38 and thickness h = 1.57 mm and

measured. The inner dimensions of the filter are 30 × 10 mm2 (see Fig. 3.25).
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Figure 3.24: CPW Filter Elements.

Figure 3.25: The realized CPW filter structure.
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Figure 3.26: Measured |S21| (solid line) and |S11| (dotted line) parameters of the fabricated CPW

filter.
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3.5.5.3 Frequency domain analysis

The realized prototype has been tested with the same procedure as applied to the

previous filters. The absolute values of the measured S21 and S11 parameters are shown

in Fig. 3.26.

The realized filter has sharp transitional bands, as expected, due to the integration

of multiple elements in the highpass section and in the lowpass section.

From the phase of the S21 parameter, also the GDT has been calculated. The result is

plotted in Fig. 3.27.

The GDT presents oscillations in the stopband, while in the passband its variation is

quite low. It has an in-band standard deviation of 0.23 ns.

The measured values of the standard deviations of the frequency domain non-

idealities of the realized CPW filter prototype are summarized in Tab. 3.8.

Table 3.8: Measured values for the developed statistical analysis.

Parameter measured value

σA 0.18

σGDT 0.143 ns

3.5.5.4 Time domain analysis

Together with a frequency domain analysis, also a time domain analysis has been

performed.
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Figure 3.27: Measured GDT τg( f ) of the realized CPW filter.
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The calculated filter impulse response, using the same procedure as for the other

filters, is plotted in Fig. 3.28, normalized to the peak of the ideal filter impulse response.

The obtained filter impulse response has a high relative peak P of 0.8521. The FWHM

is small (τFWHM = 0.5 ns) and the ripple level is also quite low (τ0.1 = 1.15 ns).

The calculated time domain parameters are summarized in Tab. 3.9, compared with

the results predicted from the developed statistical analysis for the measured pair

(σA, σGDT) = (0.18, 0.143ns).

Table 3.9: Time domain parameters of the CPW filter: measured values vs. values predicted

from statistical analysis

Parameter measured value predicted value

P 0.8521 0.85

τFWHM 0.5 ns 0.5 ns

τ0.1 1.15 ns 1.5 ns

3.6 Conclusion

In this chapter the time domain behavior of UWB bandpass filters has been investi-

gated. In particular, the impact of the filter non-idealities in the frequency domain

(non-flat filter frequency mask and non-constant filter group delay time) on the filter

time domain behavior has been quantified. This investigation has been performed by
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Figure 3.28: Measured impulse response h(t) (solid line) and its envelope |h+(t)| (dotted line)

of the fabricated CPW filter, normalized to the peak of the ideal filter impulse

response.

a statistical analysis, as there is no deterministic solution, constructing filter transfer

functions with a random ripple in the passband mask and a random ripple in the

GDT. For that purpose suitable random distributions have been selected and models

have been developed. By a Monte Carlo analysis, varying the ripple in the passband

mask and the ripple of the GDT, different random filter transfer functions have been

constructed and the related impulse responses have been calculated. Each obtained

impulse response has been compared with the impulse response of the ideal filter. In

order to quantify the variation from the ideal case, a correlation analysis between the

random filter impulse response and the ideal impulse response has been conducted.

Together with this analysis, also the time domain characterization parameters have

been calculated, since the correlation analysis alone gives no information on the signal

power.

From the performed investigation, it has been possible to define bounds on the stan-

dard deviations of the filter non-idealities in the frequency domain in order to have a

quasi-ideal behavior in the time domain. Hence, it has been possible to directly assess

the impact of the filter frequency domain non-idealities on its time domain behavior.

The novelty of the statistical approach presented in this chapter lies on the possibility

to directly quantify the impact of the frequency domain non-idealities on the filter time

domain behavior by regarding only the standard deviations of the filter passband mask

and the GDT. The calculated graphs in Fig. 3.6-3.8 allow a quick evaluation of the time

domain performance of UWB filters from measured frequency domain characteristics.

In the second part of the chapter different approaches to practical hardware rea-

lizations of UWB filters have been investigated. These realizations include classical

approaches based on stub resonators as well as microstrip-to-slotline transitions and
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coplanar waveguide realizations. The characteristics of these design approaches have

been compared in the frequency domain and in the time domain. It has been seen that

the CPW filter realization offers the best performance by providing sharp transitional

bands and good time domain behavior at the same time.

For each typology filter prototypes have been fabricated and tested. The proposed

statistical analysis has been applied to these filters and validated.
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Filters

Antennas are a key element of simple realizations of impulse radio UWB transmitters.

However, due to regulation limitations, the spectral power density of the radiated

electric field has to satisfy particular masks. For example, in the European context,

the UWB signal has to respect the mask shown in Fig. 1.1. Moreover, in order to

avoid interference with WLAN and other devices operating in particular bands, an

UWB device should not radiate in particular frequency intervals like, e.g., the 5.8 GHz

ISM band [59]. Also interference from narrow-band devices into the UWB receivers

must be suppressed. Because of these problems (regulations, interference avoidance,

etc.)̇ and some related issues (such as an optimal utilization of the permitted transmit

power, which is the topic of chapter 6), the spectrum of the radiated signal has to be

properly shaped. A method to do this is to pre-filter the signal so that it does not

possess spectral components in particular frequency bands. From this point of view,

filters become important elements at the transmitter and the receiver side. Filters can

be added in cascade to the antenna, or they can be directly integrated in the antenna

board.

The topic of this chapter is hence the integration of filters and UWB antennas. The

chapter is organized as follows. Firstly, the investigation in the time domain and in the

frequency domain of UWB antennas is presented, introducing the important quantities

and the parameters for the antenna analysis. This permits to evaluate the influence of

the application of filters to the antenna structure. Once the mathematical description

is given, the integration of UWB antennas and filters is regarded: firstly, integration

of bandpass filters and antennas for selecting a particular frequency interval; secondly,

the band-notch antennas are presented, which allow for suppressing narrowband in-

terference, e.g. WLAN devices.

4.1 Performance Criteria Measures of UWB Antennas

In this section the most important parameters to quantify the performance and the

quality of UWB antennas are presented, both in the frequency domain and in the time

domain.

4.1.1 Frequency Domain

In the frequency domain the antenna’s behavior and performance are evaluated based

on measurements with continuous wave excitation, which render voltage transfer coef-
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ficients that can be interpreted as samples of a transfer function at different frequencies.

The parameter that is effectively measured is the transmission coefficient S21 between

the transmit and the receive antennas.

Let HTx be the transfer function of the transmit antenna and HRx the transfer func-

tion of the receive antenna, in term of the effective antenna height. Let consider a

orthonormal polarization basis r̂η, r̂ξ at the receiver (e.g. the vertical and horizontal

polarizations), i.e. < r̂i, r̂j >= 1 for i = j and 0 for i 6= j, being i, j either η oder ξ. For

UTx and URx being the measured transmitted and received voltages, respectively, the

transmission coefficient for a particular polarization η of the receiver, is calculated as

(for free space propagation)

S
η
21(ω, θTx, ψTx, θRx, ψRx) = URx/UTx

= HTx(ω, θTx, ψTx) · H
η
Rx(ω, θRx, ψRx) ·

jω

2πrc0
e−jωr/c0

= H
η
Tx(ω, θTx, ψTx) · H

η
Rx(ω, θRx, ψRx) ·

jω

2πrc0
e−jωr/c0 (4.1)

where H
η
Tx =< HTx, r̂η >, i.e. it is the component of the transmit antenna transfer func-

tion for the η polarization of the receiver, H
η
Rx = H

η
Rxr̂η with H

η
Rx the transfer function,

in terms of the effective antenna height, of the receive antenna for the η polarization of

the receiver, r is the distance between the two antennas and c0 is the velocity of light. η

is the polarization of the receive antenna. In the previous equation the angular depen-

dence of the transfer functions is noted. From the transmit antenna point of view, the

receive antenna is positioned in the direction (θTx, ψTx) in the local coordinate system.

Accordingly, for the receive antenna, the transmit antenna is positioned in the direction

(θRx, ψRx) in the local coordinate system.

The receive antenna is assumed to be a reference antenna with two orthogonal po-

larizations, which in the following, without loss of generality, are assumed to be the

horizontal h and the vertical v polarizations. In the measurements it does only receive

one polarization component which is either the horizontal polarization h or the vertical

polarization v. The polarization of the transmit antenna is inherently dependent on the

angles (θTx, ψTx). Letting the transmit antenna be the antenna to be investigated (here-

after named AUT, Antenna Under Test) and the receive antenna the reference antenna

(hereafter ref) whose parameters are known, it is possible to calculate the transfer func-

tion of the AUT, for a particular polarization η (either h or v) of the receive reference

antenna, from the S21 parameter as

H
η
AUT(ω, θTx, ψTx) =

2πrc0

jω
· S

η
21(ω, θTx, ψTx, θRx, ψRx)

H
η
ref(ω, θRx, ψRx)

· ejωr/c0 . (4.2)

The apex η in H
η
AUT indicates that the calculated AUT transfer function is the one

obtained from the selected η polarization of the receive antenna. In literature, the

described method is referred to as two-antenna method for the recovery of the antenna

transfer function [6].

The frequency domain parameters for UWB antennas can be calculated starting from

the antenna transfer function H. In the following, the most important parameters are
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summarized. The parameters can be calculated for both polarization components. In

the following the polarization apex will be omitted.

Gain It can be directly calculated from the antenna transfer function as

G(ω, θ, ψ) =
ω2

πc2
0

|H(ω, θ, ψ)|2 . (4.3)

Starting from this definition, it is possible to obtain the lossless gain defined by

the IEEE [60] as

GIEEE(ω, θ, ψ) =
G(ω, θ, ψ)

1 − |S11|2
(4.4)

where |S11| is the reflection factor at the antenna input.

Group Delay Time It is defined (according to eq. (2.3) in chapter 2) as

τGDT(ω, θ, ψ) = − ∂

∂ω
∠H(ω, θ, ψ) . (4.5)

Hence, since the antenna transfer function has an angular dependence for each po-

larization component, also the antenna’s radiation parameters, which can be directly

calculated from HAUT (such as gain and group delay time) and that permit to charac-

terize the antenna in the frequency domain, are angular dependent.

4.1.1.1 Calculation of the Reference Antenna’s Transfer Function

In oder to recover the transfer function of the AUT, the knowledge of the reference

antenna’s transfer function Href is necessary.

In order to recover Href, two identical antennas (hence having the same transfer

function), positioned one in front of each other at the distance r, can be used. In this

case, eq. (4.1) becomes

S21 =
e(−jωr/c0)

2πrc0
jωH2

AUT . (4.6)

Hence, it follows

HAUT =

√
2πrc0

jω
S21e(jωr/c0) . (4.7)

With the knowledge of the antennas distance r and the measurement system ca-

librated to the antenna ports, HAUT can be calculated from an S21 measurement by

evaluating the complex root with phase unwrapping.

4.1.2 Time Domain

Together with this frequency domain analysis, also a time domain analysis is required

to characterize the transient behavior of UWB antennas for pulsed operations.
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From the measured transfer function of the AUT, it is possible to derive the AUT

transient response hAUT(t) in the time domain. It is calculated, according to the proce-

dure illustrated in chapter 2, starting from the analytic transfer function defined as

H+
AUT(ω, θ, ψ) =





2H+
AUT(ω, θ, ψ) ω > 0

H+
AUT(ω, θ, ψ) ω = 0

0 ω < 0

(4.8)

and then taking the real part of its inverse Fourier transform h+
AUT(t, θ, ψ), namely

hAUT(t, θ, ψ) = ℜ
[
h+

AUT(t, θ, ψ)
]

. (4.9)

It has to be noticed that, since the antenna transfer function HAUT depends, for each

polarization component, on the angular directions, also the antenna impulse response,

hAUT, for each polarization component, depends on the angular directions. Hence,

all time domain parameters introduced in chapter 2 (Peak, FWHM, . . .) are angular

dependent. This means that UWB antennas radiate different pulse shapes in different

spatial directions when excited with an impulse, as exemplified in Fig. 4.1, i.e. a spatial

distortion on the radiated pulse is introduced.

Due to this angular dependence, it is a crucial problem to investigate the antenna

performance with respect to the mutual orientation of the transmit and receive anten-

nas. This problem will be regarded in detail in the next chapter.

θ1, ψ1

θ2, ψ2

θ3, ψ3

θM, ψM

ψ

θ

u1(t, θ1, ψ1)

u2(t, θ2, ψ2)

u3(t, θ3, ψ3)

antenna

Figure 4.1: Visualization of the effect of the antenna spatial distortion in the time domain,

(θM, ψM) indicates the antenna’s main radiation direction.

4.2 Integration of UWB Antennas and Filters

In this section the integration of filters and UWB antennas is investigated. This is im-

portant since, as previously introduced, the RF front-end is composed by both the UWB
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antenna and one or more filters for band selection and/or band rejection. It has to be

observed that realizing the antenna and the filter separately, i.e. as two different ele-

ments, causes problems of impedance matching at the filter/antenna interface, leakage

due to the cable connection of these two elements and also an increment of the over-

all system dimensions. Integrating the filter into the antenna (either in the antenna

ground plane or in the antenna radiating element), helps to decrease the system di-

mensions. Moreover, it permits to avoid losses due to the antenna/filter connection

and leads to better system performance, in particular if the antenna and the filter are

designed together, i.e. if co-design is adopted.

In the following different types of integrations are considered, which can be sum-

marized into two main groups: antenna + bandpass filter and antenna + bandstop

filter. In the first group a bandpass filter is added to the antenna in order to limit its

operational frequency range and hence the bandwidth of the spectrum of the radiated

signal. The second group are the so-called Band-Notch UWB antennas, which suppress

the radiation of the excitation signal in a specific band, e.g. the 5 GHz WLAN band.

4.2.1 Integration of UWB Antennas and Bandpass Filters

In this section the integration of UWB antennas and bandpass filters is investigated.

The filter allows to select a particular frequency interval of the spectrum of the radiated

signal. This problematic arises in particular when an antenna has to be used according

to a certain regulation (e.g. the EU UWB regulation) and the transmit signal is provided

from a pulse generator with a very huge bandwidth, larger than the permitted one.

One technique, which permits to restrict the spectral components to the desired

frequency interval, consists in adding a perturbation on the antenna feeding line. This

perturbation acts as a bandpass filter.

To exemplify this technique, a particular antenna has been selected, which is suitable

to be used according to the FCC regulation. To this antenna, a particular filter struc-

ture has been integrated, to permit the antenna to be used in the European context.

The developed structure permits to pre-filter the signal in order to select the desired

frequency interval 6 − 8.5 GHz.

The selected antenna is a coplanar antenna [61], fed by a CPW, and it has been

optimized for the FCC frequency range. This antenna has been selected because it

permits an easier integration of a filter in its radiating element structure and in its

ground plane than other typical UWB antennas (such as Vivaldi or Bow-tie).

To the feeding line of this antenna a filter has been introduced, for selecting the EU

UWB frequency range. The developed filter has been illustrated in detail in chapter 3

(ref. to section 3.5.5.2). A prototype of the base antenna model and of the integrated

system antenna+filter have been etched on the substrate Rogers RO4003, with εr = 3.38

and thickness h = 1.57 mm (see Fig. 4.2 and Fig. 4.10, left). Measurements have been

performed in order to test the behavior of the realized prototypes.

The gain of the antennas has been measured, according to the method illustrated

at the beginning of this chapter in section 4.1.1. For these measurements, the antenna

was placed in the anechoic chamber with respect to the coordinate system as shown in
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Figure 4.2: The fabricated antenna with the integrated bandpass filter.

Fig. 4.3. For each angular direction ψ, with an accuracy of 4 degrees, the S21 parameter

between the reference horn antenna and the investigated antenna has been recorded

in the frequency interval 0.4 GHz – 20 GHz (801 frequency samples). From these

measurements, according to eq. (4.7) the transfer function of the investigated antenna

has been recovered. Then, the gain has been calculated as described in 4.1.1.

x

y

z

θ

ψ

r

Figure 4.3: Antenna orientation with respect to the coordinate system.

Measurements have been taken for the base antenna and for the antenna with the in-

tegrated bandpass filter. The so measured gain in the H-plane, co-polarization compo-

nent, is plotted in Fig. 4.4 for the base antenna and in Fig. 4.5 for the antenna+bandpass

filter. The antenna without filter has high gain in a large frequency interval (approx.

4-10 GHz). Conversely, the antenna with the integrated filter has high gain only in the

desired EU UWB frequency range. It has also to be observed that the maximum gain

is in this case lower than in the case of the base antenna. This is due to the losses in

the filter structure. These losses make the S21 parameter of the filter not to be perfectly

unitary (0 dB) in the filter passband (ref. to Fig. 3.26).
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Figure 4.4: Measured gain in the H-plane, co-plarization, for the base antenna.
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Figure 4.5: Measured gain in the H-plane, co-plarization, for the antenna with the integrated

bandpass filter.

4.2.2 Integration of UWB Antennas and Bandstop Filters: the
Band-Notch UWB Antennas

Band-notch UWB antennas are designed to not operate in a particular frequency inter-

val, and hence the rejection of a certain frequency band is obtained.

The band rejection in the UWB case is necessary for certain applications, in order to

reduce the interference between UWB devices and other devices operating in the same

band. In fact, in the UWB frequency interval 5− 6 GHz there are already existing stan-

dards such as IEEE802.11a wireless local area network (WLAN) and HIPERLAN/2.

Hence, in order to prevent interference between UWB devices and already existing de-

vices operating in that band, an important goal is the rejection of such already used

frequency interval. Consequently, UWB antennas operating in the 3.1 − 10.6 GHz fre-

quency band with the particularity of presenting a band rejection for the 5 − 6 GHz

interval have been developed, using different methods and techniques to achieve the

rejection of the unwanted band.

The aim of this section is to perform a study of different UWB band-notch techniques

in order to evaluate their effect and influence on the antenna radiation characteristics

(impact on the radiation pattern, on the gain, . . .) [37]. Moreover, the time domain be-

havior of the different UWB band-notch techniques is analyzed, in order to investigate

their impact on the transmitted pulse [38].
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4.2.2.1 Band-Notch Techniques

It is possible to classify the most commonly used band-notch methods for antenna

integration in two main groups. These methods utilize different techniques and ap-

proaches to obtain the band rejection. In the following the typical methods are pre-

sented and investigated.

Methods acting on the antenna’s radiating element The first group comprises all

techniques which are based on the addition of a perturbation in the antenna radi-

ating element [36], [62], [63]. Such perturbation usually consists of a slot carved

in the antenna radiating element. The effect of such perturbation is to create a

destructive interference of the currents at a particular frequency, which can be

tuned changing the dimensions and the position of the added perturbation. This

technique is exemplified in Fig. 4.6, where a slot carved in the antenna radiating

element is the perturbation that permits to achieve the band rejection. In Fig. 4.6,

right, the parameters that permit to control the added perturbation are indicated.

A particular UWB antenna structure has been selected (ref. to [61]). To this basic

antenna structure a slot in the radiated element has been added, as illustrated

in Fig. 4.6, right. Through computer simulations it has been possible to assess

the effect of the slot on the antenna behavior. It has been seen that the most

important parameters for controlling the band rejection are the position and the

dimensions of the added slot. The obtained results are summarized in Fig. 4.7,

which illustrates the effect of changing the dimensions and the position of the

slot (ref. to Fig. 4.6, right) on the input impedance matching of the antenna.

d

h

g W

L1

L2

slots

radiating

elements

Figure 4.6: Band-notch with methods acting on the antenna’s radiating element (left) and the

important parameters for controlling the band rejection (right).

Methods acting on the antenna’s ground plane or feeding line The second group com-

prises all techniques, which add perturbations on the antenna feeding line (or on
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Figure 4.7: Effect of changing the dimensions of the critical parameters of the slot in the antenna

radiating element.
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the antenna ground plane) instead of on the antenna radiating element [35], [64].

Such perturbations act as a band stop filter. The aim of such perturbations is to

pre-filter the signal in order that the signal that excites the radiating element does

not have a spectral component in the unwanted frequency band. This technique

is exemplified in Fig. 4.8, where, on the right side, the most critical dimensions

for controlling the band rejection are indicated. In order to assess the effect of

this method, a particular UWB antenna structure (the same as in the previous

case, in order to allow for comparison) has been selected. To this structure slots

in the antenna ground plane, acting as a bandstop filter, have been inserted. The

obtained structure is shown in Fig. 4.8, right. In order to implement the required

bandstop filter, the previously introduced filter design (ref. to section 3.5.1) has

been applied. With computer simulations it has been possible to assess the effect

of changing the position and dimensions of the added slots. The obtained results

are illustrated in Fig. 4.9, where the effect of the different parameters on the band

rejection quality and on the filter tuning is shown.

d1

d2

L

Ws

g W

slot

Figure 4.8: Band-notch filter integration with methods acting on the antenna’s feeding line

(left) and on the antenna ground plane together with the important dimensions for

controlling the band rejection (right).

In order to investigate the characteristics and the effects in the frequency domain

and in the time domain of these two different methods, the particular antenna topo-

logy, regarded in the computer simulations, has been fabricated. Starting from this

basic antenna structure (hereafter called antenna A), two different antennas have been

fabricated, applying to one antenna the perturbation in the radiating element (here-

after called antenna B) and to the other one the pre-filtering structure (antenna C). The

three fabricated antennas are shown in Fig. 4.10. In both cases, the dimensions and

position of the perturbations have been optimized with computer simulations, starting

from the results previously shown, in order to obtain the desired rejected frequency

and the best achievable rejection capability with the selected method. The aim of the

filter design has been the rejection of the 5.8 GHz WLAN band.
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Figure 4.9: Effect of changing the dimensions of the critical parameters of the slot in the antenna

ground plane.
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Figure 4.10: The three fabricated antennas: base antenna (left), antenna with band-notch

through perturbation in the radiating element (center), antenna with band-notch

through perturbation in the ground plane (right).

4.2.2.2 Frequency Domain Analysis

In Fig. 4.11 the measured gain for both the notch antenna configurations (H-plane,

co-polarization) is plotted, while the measured gain for the base antennas has been

shown in Fig. 4.4. The antenna configuration C has better performance with respect

to the antenna B, since the notch is deeper. Furthermore, the gain around the notched

area is similar compared to the base antenna A, i.e. introducing the slot in the ground

plane slightly affects the gain except at the notch frequency. On the other hand, in

the antenna configuration B the gain around the notched area is highly affected by the

slot. This can be even better observed in Fig. 4.13-4.15 where the gain plots for the

main beam direction (θ, ψ = 0◦), co-polarization, are illustrated.

This different behavior between the antennas B and C can be also observed in the

gain pattern, which is plotted in Fig. 4.16 for all antennas (H-plane, co-polarization) at

the frequency f = 8 GHz. At this frequency the gain patterns of all three antennas are

approximately identical, hence the antenna configurations B and C do not have a deep

influence at a frequency far away from the notch. On the other hand, both antennas B

and C present a very low gain pattern at the notch frequency of 5.8 GHz (see Fig. 4.17).

However, antenna B has two small lobes in the main radiation direction (0◦ and 180◦),

which are not present in the case of antenna C.

This different behavior can be explained by examining the current distribution on

the two antennas in different cases: at the notch frequency and at a frequency far away

from the notch ( f = 8 GHz). For f = 8 GHz, both slot configurations slightly affect

the distribution of the currents. However, if the antenna is excited with the resonance

frequency of the slot, at the notch frequency, in the case of antenna B the currents

resonate on the radiating element and this produces the small lobes in the antenna

main radiation direction. On the other hand, in the case of antenna C, the slots in

the ground plane act as a filter which blocks the currents before they arrive on the

radiating element, which is consequently not excited. Hence here do not occur any

sidelobe [37].
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Figure 4.11: Measured gain in the H-plane, co-plarization, for the antenna with slot in the

radiating element.

4.2.2.3 Time Domain Analysis

The antenna impulse response for both band notch antenna configurations has been

measured, together with the impulse response of the base antenna for comparison.

In Fig. 4.18-4.20 the measured impulse responses of the three antennas in the H-

plane (co-polarized component) are plotted against the time and the azimuth angle.

Comparing Fig. 4.19 and 4.20 with Fig. 4.18, it can be recognized that the addition of

a slot in the antenna radiating element or in the antenna ground plane influences the

time domain behavior of the antenna. By integrating the filter, the ringing increases

and the peak value decreases. In order to better quantify this influence, the impulse

responses of the antennas in the main beam direction are analyzed.

The measured transient responses in the main beam direction (co-polarization) of

the three fabricated antennas are shown in Fig. 4.21-4.23. They correspond to verti-

cal cuts of the plots in Fig. 4.18- 4.20 for ψ = 0◦. The two notch techniques show

different effects in the time domain. The addition of a slot in the antenna radiating

element (Fig. 4.22) causes the peak of the antenna impulse response (in the main beam

direction) to significantly decrease (P = 0.1548 m/ns) with respect to the base antenna

(P = 0.1705 m/ns, Fig. 4.21). Moreover, there is a small increment of the ringing (for

r = 10%, τ0.1 = 0.924 ns) with respect to the base antenna (τ0.1 = 0.850 ns). On the

other hand (Fig. 4.23), filtering the signal with a filter in the antenna ground plane,
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Figure 4.12: Measured gain in the H-plane, co-plarization, for the antenna with slot in the

ground plane.
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Figure 4.13: Measured gain in the main beam direction, co-plarization, for the base antenna.
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Figure 4.14: Measured gain in the main beam direction, co-plarization, for the antenna with

slot in the radiating element.

frequency f in GHz

causes the ringing duration to slightly increase (τ0.1 = 1.029 ns) with respect to the

base antenna, but the peak value is clearly higher (P = 0.17 m/ns) compared to an-

tenna B and nearly identical to the result for antenna A without filter. The measured

time domain parameters for the three antennas in the main beam direction are sum-

marized in Tab. 4.1 for comparison.

Table 4.1: Measured Time Domain Parameters (Main Beam Direction)

Antenna Peak P τFWHM τ0.1

A: Without filter 0.1705 m/ns 105 ps 0.850 ns

B : Slot in the radiating element 0.1584 m/ns 142 ps 0.924 ns

C : Slots in the ground plane 0.1700 m/ns 110 ps 1.029 ns

Consequently, the application of a perturbation in the antenna radiating element

provokes a relatively high decrement of the peak (−8% with respect to the base antenna

case) and a high increment of the FWHM (+35% with respect to the base antenna).

On the other hand, the application of the slots in the antenna ground plane, i.e. pre-

filtering the signal, causes a high increment of the ringing (+21% with respect to the

base antenna case), while the variation of the peak (−0.5%) and of the FWHM (+4%)
compared to the base antenna case is negligible. Hence, regarding all time domain

parameters, the integration of the slots into the antenna ground plane results in a

clearly better time domain performance compared to the integration in the antenna

radiating element.
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Figure 4.15: Measured gain in the main beam direction, co-plarization, for the antenna with

slots in the ground plane.

frequency f in GHz

Hence, applying a perturbation on the antenna radiating element has a deep impact

on the time domain behavior of the antenna, since the peak highly decreases and the

FWHM highly increases with respect to the base antenna. The case with the pertur-

bation added in the antenna ground plane shows, except for the slight increase of the

ringing duration, only negligible deterioration of the antenna performance and hence

should be the preferred realization for practical antenna designs with integrated band

notch filtering.

4.3 Conclusion

In this chapter the effect of the integration of filters with UWB antennas has been in-

vestigated. Two different kinds of integration have been considered: integration of

antenna and bandpass filter for frequency selection and integration of antenna and

bandstop filter for frequency suppression. It has been seen that these filters can be

applied either in the antenna ground plane, hence acting on the antenna feeding line,

or in the antenna radiating element. Through computer simulations it has been pos-

sible to assess the influence of the added perturbations (dimensions and position),

which act as filters, either in the antenna radiating element or in the antenna ground

plane/feeding line, on the band selection of the realized structure. Prototypes with

filters in antenna feeding line, in the ground plane and in the radiating element have

been fabricated and tested. From measurement results of the base antenna structure

(i.e. without perturbations) and of the prototypes with perturbations, the frequency

and time domain behaviors of the different antenna+filter structures and the base an-
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Figure 4.16: Measured gain patterns of the three antennas at 8 GHz, H-plane, co-polarization.
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Figure 4.17: Measured gain patterns of the three antennas at 5.8 GHz, H-plane, co-polarization.
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Figure 4.18: Impulse response envelope of the base antenna, H-plane, co-polarization.
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Figure 4.19: Impulse response envelope of the antenna with slot in the radiating element, H-

plane, co-polarization.
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Figure 4.20: Impulse response envelope of the antenna with slots in the ground plane, H-plane,

co-polarization.
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Figure 4.21: Measured impulse response of the base antenna (solid line) and its envelope (dot-

ted line), main beam direction, co-polarization.
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Figure 4.22: Measured impulse response of the antenna with slot in the radiating element (solid

line) and its envelope (dotted line), main beam direction, co-polarization.
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Figure 4.23: Measured impulse response of the antenna with slots in the ground plane (solid

line) and its envelope (dotted line), main beam direction, co-polarization.
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tenna have been compared. It has been derived that methods acting on the antenna’s

feeding line have better time domain and frequency domain performance with respect

to methods acting on the antenna’s radiating element.
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5 UWB Radio Link

In this chapter the analytical description of a complete UWB radio link is regarded,

both in the frequency domain and in the time domain. The aim is to introduce novel

quality criteria, which allow for the assessment of the signal distortion caused by the

involved components. In this context the behavior of the antennas is of particular

interest, since in addition to their frequency dependent behavior they also act as a

spatial filter and show different properties in the various angular directions.

From the receiver point of view, the condition for obtaining the optimum signal to

noise ratio is investigated. This leads to an analysis in the time domain of the distortion

that the transmitted signal undergoes in the different radiation directions with respect

to the signal transmitted in the main beam direction. This permits to investigate the

pulse preserving capability in the different radiation directions of UWB antennas. For

this purpose an analysis of the correlation properties of the transmitted pulse shapes

is performed in the whole space using a spherical representation. A quality criterion

based on fidelity is derived to identify and quantify the areas where the antenna has a

good time domain behavior. By these investigations it is possible to determine the size

of the spatial regions where the transmitted signal satisfies given fidelity properties.

Moreover, a joint criterion for the assessment of both the signal distortion and the

radiated peak power will be developed.

The chapter is organized as follows. Firstly, the whole UWB link is described both

in the time domain and in the frequency domain. Then, the receiver is regarded in

order to find criteria that permit to assess the quality of the UWB link from the per-

spective of the receiver, taking into account the non-idealities of the antennas. Finally,

two different quality criteria will be defined. The introduced criteria permit to quantify

the worsening of the signal to noise ratio of an UWB radio link due to the non-ideal

behavior of the transmit and receive antennas. Moreover, they allow also for the in-

dividuation of the spatial regions where an antenna radiates signals, which are lowly

distorted with respect to the signal radiated in the main beam direction.

5.1 The UWB Radio Link Components

In Fig. 5.1 a simplified UWB radio link is shown. At the transmitter side it is composed

by a pulse generator and the transmit antenna. At the receiver side by the receive

antenna and a sampling device that digitalizes the received signal after an analog

preprocessing has been performed. In between there is the UWB channel. In the

following, a line of sight link is assumed.
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r

pulse
generator

transmit

antenna

antenna

receive

transmitter side

receiver side

sampling

device
analog pre-
processing

Figure 5.1: UWB radio link block scheme.

5.1.1 Time Domain Description

In the following the time domain description of the UWB radio link is regarded. Let

uTx(t) be the pulse from the pulse generator and hTx(t, θTx, ψTx) = hθ
Tx(t, θTx, ψTx)r̂θTx

+

h
ψ
Tx(t, θTx, ψTx)r̂ψTx

be the impulse response of the transmit antenna, which is angular

dependent. hθ
Tx(t, θTx, ψTx) is the component in the direction of the unit vector r̂θTx

and

h
ψ
Tx(t, θTx, ψTx) is the component in the direction of the unit vector r̂ψTx

of the antenna

impulse response, according to the coordinate system shown in Fig. 5.2. Since the

transmitted wave is a TEM wave, the component in the radial direction is not present.

The relationship between the radiated electrical filed eTx at a certain distance r from

the transmitter and in the generic angular direction (θTx, ψTx) is then modeled as (in

the far-field region)

eTx(t, θTx, ψTx, r)√
Z0

=
1

r
δ

(
t − r

c0

)
∗ 1

2πc0
hTx(t, θTx, ψTx) ∗

∂

∂t

uTx(t)√
ZTx

(5.1)

where Z0 = 120πΩ is the free-space impedance, ZTx is the reference impedance at the

antenna connector (assumed frequency independent) and the derivation is caused by

the transmit antenna, resulting from the reciprocity theorem, as clarified in [46]. More-

over, the term (θTx, ψTx) indicates the angular dependence of the antenna behavior, as

discussed in the previous chapter. The term

hCh(t, r) =
1

r
δ

(
t − r

c0

)
(5.2)

represents the channel impulse response.

Let the receive antenna, with impulse response

hRx = hθ
Rx(t, θRx, ψRx)r̂θRx

+ h
ψ
Rx(t, θRx, ψRx)r̂ψRx

be positioned at a distance r0 from the transmitter and at the angular position (θRx, ψRx)
in the angular coordinate system of the receiver, as illustrated in Fig. 5.2. hθ

Rx(t, θRx, ψRx)

is the component in the direction of the unit vector r̂θRx
and h

ψ
Rx(t, θRx, ψRx) is the

component in the direction of the unit vector r̂ψRx
of the antenna impulse response,

basing on the coordinate system shown in Fig. 5.2. According to the vectors orientation
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Figure 5.2: Coordinates of the UWB radio link and unit vectors r̂iTx
at the transmitter and r̂iRx

at the receiver coordinate system, i = θ, ψ.

in Fig. 5.2, the following relationships1 between the unit vectors at the transmitter side

and at the receiver side are valid:

< r̂θRx
, r̂θTx

> = 1

< r̂ψRx
, r̂ψTx

> = −1

< r̂θi
, r̂ψj

> = 0 with i, j = Tx or Rx
(5.3)

As described in [8], the received signal uRx(t) is given by

uRx(t)√
ZRx

= hRx(t, θRx, ψRx) ∗ eTx(t, θTx, ψTx, r0)

= hRx(t, θRx, ψRx) ∗
1

r0
δ

(
t − r0

c0

)
∗ 1

2πc0
hTx(t, θTx, ψTx) ∗

∂

∂t

uTx(t)√
ZTx

(5.4)

where ZRx is the reference impedance at the receive antenna connector (assumed fre-

quency independent). For the transmit antenna the direction of the receive antenna

is denoted by (θTx, ψTx) in the local coordinate system. Accordingly, for the receive

antenna the direction of the transmit antenna is denoted by (θRx, ψRx), i.e., the transmit

signal is impinging on the receive antenna from the direction (θRx, ψRx). Basing on the

previously stated relationships (5.3) between the unit vectors, the convolution between

the impulse response of the receive antenna hRx and the transmit antenna hTx has to

be interpreted in the following way

hRx ∗ hTx =
(

hθ
Rx ∗ hθ

Tx

)
< r̂θRx

, r̂θTx
> +

(
h

ψ
Rx ∗ h

ψ
Tx

)
< r̂ψRx

, r̂ψTx
> . (5.5)

5.1.2 Frequency Domain Description

In the frequency domain eq. (5.1) can be rewritten as

ETx( f , θTx, ψTx, r)√
Z0

=
1

r
e−j2π f r/c0 · HTx( f , θTx, ψTx) ·

1

2πc0
jω

UTx( f )√
ZTx

(5.6)

1Given two vector r1 and r2, the scalar product between them is defined as < r1, r2 >= |r1| · |r1| cos(α),

where α is the angle comprised between the direction of the two vectors.
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where HTx( f , θTx, ψTx) = Hθ
Tx( f , θTx, ψTx)r̂θTx

+ H
ψ
Tx( f , θTx, ψTx)r̂ψTx

is the antenna trans-

fer function in the generic angular direction (θTx, ψTx), with Hθ
Tx( f , θTx, ψTx) the com-

ponent in the direction of the unit vector r̂θTx
and H

ψ
Tx( f , θTx, ψTx) the component in the

direction of the unit vector r̂ψTx
. UTx( f ) is the spectrum of the generated signal uTx(t)

and the term jω = j2π f is due to the differentiation in the time domain.

Similarly, the received signal at a distance r0 is given by [46]

URx( f )√
ZRx

= HRx( f , θRx, ψRx) ·
1

r0
e−j2π f r0/c0 · HTx( f , θTx, ψTx) ·

1

2πc0
jω

UTx( f )√
ZTx

(5.7)

where HRx( f , θRx, ψRx) = Hθ
Rx( f , θRx, ψRx)r̂θRx

+ H
ψ
Rx( f , θRx, ψRx)r̂ψRx

is the transfer func-

tion of the receive antenna. The multiplication in eq. (5.7) has to be interpreted as (ref.

to eq. (5.3) and (5.5))

HRx ∗ HTx =
(

Hθ
Rx · Hθ

Tx

)
< r̂θRx

, r̂θTx
> +

(
H

ψ
Rx · H

ψ
Tx

)
< r̂ψRx

, r̂ψTx
> . (5.8)

5.1.3 The Impulse Radio Receiver

In this section the signal processing at the receiver side is analyzed. Firstly, the optimal

case is taken into consideration. Then, the practical case is investigated quantifying the

worsening of the system with respect to the optimal case.

5.1.3.1 The Matched Filter Receiver

The aim of the matched filter receiver is to maximize the instantaneous power of the

signal component at the receiver compared to the average noise2 power at a particular

time t0, i.e. it maximizes the signal to noise ration (SNR) at the receiver in presence

of additive white noise [45]. This kind of receiver is implemented through a matched

filter with impulse response hMF(t). The received signal uRx(t) is convolved with the

matched filter impulse response obtaining

y(t) = uRx(t) ∗ hMF(t) (5.9)

and a decision is taken about the transmitted symbol based on the value of the convo-

lution output y(t0), i.e. sampled at the time t = t0, as shown in Fig. 5.3.

uRx(t) y(t)
hMF(t)

y(t0)

t = t0

Figure 5.3: Block scheme of a matched filter receiver.

2The noise is assumed additive white gaussian (AWGN).
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According to signal theory [66], the matched filter that permits to maximize the SNR

at the time t0 is

hMF(t) = k · u∗
Rx(t0 − t) (5.10)

where the apex ∗ indicates the conjugate complex and k is a multiplicative constant. In

the frequency domain, the previous equation corresponds to3

HMF(t) = k · U∗
Rx( f )e−j2π f t0 . (5.11)

Hence, eq. (5.10) and (5.11) give the optimum filter which permits to maximize the

SNR at the receiver.

5.1.3.2 The Correlation Receiver

In practical realizations it is difficult to construct a suitable matched filter, since it is

difficult to design an analog circuit that exactly delivers the required impulse response.

Furthermore, in order to maximize the SNR, the filter impulse response has to be al-

ways matched to the received signal, which is direction-dependent, but a filter realized

as analog circuit can only posses one fixed impulse response. Therefore, the receiver

implementation through the correlation of the received signal with a reference pulse

template is preferred. The template is usually chosen as the expected shape of the re-

ceived pulse, i.e. it is the idealized received signal in the case of a delay channel (with

impulse response hid
Ch(t), ref. to eq. (5.2)) and with the antennas aligned to their main

beam direction. Consequently, under these hypotheses, the template function of the

receiver results

href(t) = hM
Rx(t) ∗ hid

Ch(t) ∗ hM
Tx(t) ∗ ∂

∂t
uTx(t) (5.12)

where the apex M indicates the main beam direction of each antenna. It has to be

pointed out that the assumed template is coincident to a matched filter, i.e. href(t) =
hMF(−t).

This receiver correlates the received signal with the stored template. This is imple-

mented as exemplified in Fig. 5.4. Firstly, the received signal is multiplied by the stored

template

y1(t) = uRx(t) · href(t) (5.13)

and then the obtained signal y1(t) is integrated and sampled at t = t0, namely

y(t0) =
∫ t0+T

t0

y1(t)dt =
∫ t0+T

t0

uRx(t) · href(t)dt (5.14)

where the integral has been evaluated in the time interval [t0, t0 + T], with T the dura-

tion of uRx(t).

3In the derivation of eq. (5.11), the following Fourier Transform properties are used

s(t − t0) = S( f )e−j2π f t0

s∗(−t) = S∗( f )

75



5 UWB Radio Link

uRx(t) y1(t)

href(t)

y(t0)

t = t0

×
∫

Figure 5.4: Block scheme of a correlation receiver.

It has to be pointed out that the previous equation can be rewritten as

∫ t0+T

t0

uRx(t) · href(t)dt =
∫ t0+T

t0

uRx(t) · href(t + 0)dt = RuRxhref
(0) (5.15)

i.e., the output of the correlation receiver represents the cross-correlation function

RuRxhref
(τ) between the received signal uRx(t) and the template function href(t) and

this cross-correlation function is evaluated for the time difference τ = 0.

In practical applications also multi-path propagation will occur, which will cause

different pulse components arriving with different delays. However, if there is a line

of sight propagation component, it can be assumed that the receiver will synchronize

to the direct path and the delayed reflections will be outside the integration interval.

5.1.3.3 Evaluation of the SNR for the Matched Filter Receiver

Let suppose that the received waveform x(t) consists of two terms (see Fig. 5.5): the

signal uRx(t) received from a generic angular direction (θ, ψ) and an additive noise

term n0(t). In the case of the matched filter, since the filtering operation performs

a convolution, which is a linear operation, the obtained matched filter output y(t) is

given by

y(t) = (uRx(t) + n0(t)) ∗ hMF(t) = yr(t) + yn(t) (5.16)

where yr(t) = uRx(t) ∗ hMF(t) is the signal component and yn(t) = n0(t) ∗ hMF(t) is

the noise component after the matched filter. The SNR at the receiver output can be

calculated as

SNR =
Yr

Yn
(5.17)

where Yr is the signal power at the receiver output (i.e. of the signal component yr)

and Yn is the noise power at the receiver output. Let N0 be the noise power density

before the receiver. It results4

Yn = N0

∫ t0+T

t0

h2
MF(t)dt . (5.18)

4It has to be pointed out that since uTx has a finite duration T, from eq. (5.10) also hMF has a finite

duration T. Moreover, since all the considered time domain quantities are real, because baseband

signals are regarded, for each considered signal s, it results that |s| = s.
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uRx(t)

n0(t)

x(t) y(t)
hMF(t)

y(t0)

t = t0

+

Figure 5.5: Block scheme of a matched filter receiver in presence of noise.

On the other hand, the signal power at the receiver output at the time t = t0 can be

calculated as

Yr = yr(t0)
2 =

[∫ t0+T

t0

hMF(t′)uRx(t0 − t′)dt′
]2

. (5.19)

Using eq. (5.18) and (5.19), from (5.17) the SNR can be written as (for t = t0)

SNR =
Yr

Yn
=

1

N0

[∫ t0+T
t0

hMF(t′)uRx(t0 − t′)dt′
]2

∫ t0+T
t0

h2
MF(t)dt

. (5.20)

In order to simplify the previous equation and to transform it to an easier form, let

recall that the received signal energy E is given by

E =
∫ t0+T

t0

u2
Rx(t)dt =

∫ t0+T

t0

u2
Rx(t0 − t′)dt′ . (5.21)

Hence, expanding eq. (5.20) by E, the SNR can be rewritten as

SNR =
E

N0
·




[∫ t0+T
t0

hMF(t′)uRx(t0 − t′)dt′
]2

∫ t0+T
t0

h2
MF(t)dt ·

∫ t0+T
t0

u2
Rx(t0 − t′)dt′




︸ ︷︷ ︸
(FuRxhMF

)
2

=
E

N0
·
(

FuRxhMF

)2
. (5.22)

The last term FuRxhMF
represents the normalized cross-correlation function between the

received signal uRx(t) and the matched filter impulse response hMF(t) for t = t0. Hence,

it can be concluded that the SNR is directly dependent on the cross-correlation func-

tion, for t = t0, between the received signal and the matched filter impulse response.

Moreover, the maximum value of the SNR in the previous equation can be rewritten

as

SNRmax =
E

N0
max

τ

[∫ t0+T
t0

hMF(t′)uRx(τ − t′)dt′
]2

∫ t0+T
t0

h2
MF(t)dt ·

∫ t0+T
t0

u2
Rx(τ − t′)dt′

=
E

N0
· max

τ

(
FrhMF

(τ)
)2

(5.23)

From the theory of the matched filter receiver, it can be concluded that the optimum

value of τ that maximizes the SNR is exactly the time t0 when the receiver template is

matched to the received signal.
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5.1.3.4 Evaluation of the SNR for the Correlation Receiver

Analogously to the previous case, let suppose that the received waveform is given by

a signal component uRx(t) and a noise component n0(t), as shown in Fig. 5.6. Also

in this case, due to the linearity of the multiplication operation and of the integration

with respect to the linear combination, the output of the receiver is given by

y(t0) =
∫ t0+T

t0

(uRx(t) + n0(t)) · href(t)dt =

=
∫ t0+T

t0

uRx(t) · href(t)dt

︸ ︷︷ ︸
yr(t0)

+
∫ t0+T

t0

n0(t) · href(t)dt

︸ ︷︷ ︸
yn(t0)

(5.24)

i.e. it is a summation of a signal term yr(t0) =
∫ t0+T

t0
uRx(t) · href(t)dt and a term due to

the noise yn(t0) =
∫ t0+T

t0
n0(t) · href(t)dt. The power of the signal at the receiver output

is

Yr = yr(t0)
2 =

[∫ t0+T

t0

uRx(t) · href(t)dt

]2

(5.25)

and the noise power at the receiver output can be calculated analogously to eq. (5.18),

namely

Yn = N0

∫ t0+T

t0

h2
ref(t)dt . (5.26)

uRx(t)

n0(t)

x(t) y1(t)

href(t)

y(t0)

t = t0

+ ×
∫

Figure 5.6: Block scheme of a correlation receiver in presence of noise.

Hence, applying eq. (5.17), the SNR is given by

SNR =
Yr

Yn
=

1

N0

[∫ ∞

−∞
uRx(t)href(t)dt′

]2

∫ ∞

−∞
h2

ref(t)dt
. (5.27)

Also in this case, expanding the previous equation by the signal energy E derived in

eq. (5.21) it gives

SNR =
E

N0

[∫ ∞

−∞
uRx(t)href(t)dt

]2

∫ ∞

−∞
h2

ref(t)dt ·
∫ ∞

−∞
u2

Rx(t)dt
=

E

N0
·
(

FuRxhref

)2
. (5.28)

By comparing eq. (5.22) and (5.28) it can be seen that in the case when the received

signal and the template are matched, the implementation of the receiver through mul-

tiplication by a template is equivalent to the implementation by the matched filter. In
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that case, the SNR obtained through (5.28) is the maximum achievable and it coin-

cides with (5.22). In the other cases, where the template is no more matched to the

received signal, i.e. the received signal is no more impinging on the receive antenna

from the main beam direction, the SNR is lower than the maximal achievable. In order

to quantify its decrement, the term FuRxhref
is now analyzed.

The signal term in eq. (5.24) can be rewritten as5

yr(t) =
∫ +∞

−∞
uRx(t) · href(t)dt = uRx(t) ∗ href(−t) (5.30)

i.e., the output value is given by the convolution between the received signal uRx(t)
and a time-reversed version of the template function href(−t). Using this observation,

by considering the time domain link description from eq. (5.4), the term FuRxhref
can

be rewritten as (hereafter, only the numerator is considered, for simplicity, since the

denominator is only a normalization and does not play any role in the developed

analysis)

FuRxhref
(θTx, ψTx, θRx, ψRx) = uRx(t) ∗ href(−t)

=

(
hRx(t, θRx, ψRx) ∗ hCh(t) ∗ hTx(t, θTx, ψTx) ∗

∂

∂t
uTx(t)

)
∗

(
hM

Rx(−t, θRx, ψRx) ∗ hid
Ch(−t) ∗ hM

Tx(−t, θTx, ψTx) ∗
∂

∂t
uTx(−t)

)

= hRx(t, θRx, ψRx) ∗ hM
Rx(−t, θRx, ψRx)︸ ︷︷ ︸

R
hRxhM

Rx
(0,θRx,ψRx)

∗ hCh(t) ∗ hid
Ch(−t)︸ ︷︷ ︸

R
h

Ch
hid

Ch
(0)

∗

hTx(t, θTx, ψTx) ∗ hM
Tx(−t, θTx, ψTx)︸ ︷︷ ︸

R
h

Tx
hM

Tx
(0,θTx,ψTx)

∗ ∂

∂t
uTx(t) ∗ ∂

∂t
uTx(−t)

︸ ︷︷ ︸
Ru̇Tx u̇Tx

(0)

(5.31)

where the commutativity property of the convolution has been used. The term

RhRxhM
Rx

(0, θRx, ψRx) = hRx(t, θRx, ψRx) ∗ hM
Rx(−t, θM, ψM) (5.32)

represents the cross-correlation function between the impulse response of the receive

antenna in a generic angular direction hRx(t, θRx, ψRx) and in the main beam direction

hM
Rx(t, θM, ψM), and this cross-correlation function is evaluated at the time difference

τ = 0. Analogously,

RhTxhM
Tx

(0, θTx, ψTx) = hTx(t, θTx, ψTx) ∗ hM
Tx(−t, θM, ψM) (5.33)

gives the cross-correlation function (evaluated for τ = 0) between the impulse response

of the transmit antenna in a generic angular direction hTx(t, θTx, ψTx) and in the main

5In order to write (5.30), the following property of the cross-correlation between two signals x(t) and
y(t) is used

Rxy(τ) =
∫ +∞

−∞
x(t) · y(t + τ)dt = x(t) ∗ y(−t) . (5.29)

79



5 UWB Radio Link

beam direction hM
Tx(t, θM, ψM). Moreover, the term

RhChhid
Ch

(0) = hCh(t) ∗ hid
Ch(−t) (5.34)

represents the cross-correlation function (evaluated for τ = 0) between the channel

impulse response and its idealized version included in the template. Finally, the term

Ru̇Txu̇Tx
(0) =

∂

∂t
uTx(t) ∗ ∂

∂t
uTx(−t) = u̇Tx(t) ∗ u̇Tx(−t) (5.35)

gives the auto-correlation function (evaluated at τ = 0) of the time derivative u̇Tx(t) of

the transmit signal uTx(t).

It has to be pointed out that, since hTx(t, θTx, ψTx) and hRx(t, θRx, ψRx) are angu-

lar dependent, as seen in the previous chapter, the terms RhRxhM
Rx

(0, θRx, ψRx) and

RhRxhM
Rx

(0, θTx, ψTx) are actually angular dependent.

Hence, from eq. (5.31), it can be concluded that in order to maximize the SNR in

(5.28) in the case of a correlation receiver, the term FuRxhref
(θTx, ψTx, θRx, ψRx) has to

be maximized. Since it is angular dependent, it has to be maximized depending on

the angular directions θTx, ψTx, θRx, ψRx. From eq. (5.31), it can be recognized that,

in order to maximize FuRxhref
, the single terms RhRxhM

Rx
(0, θRx, ψRx), RhTxhM

Tx
(0, θTx, ψTx),

RhChhid
Ch

(0) and Ru̇Txu̇Tx
(0), from which it is composes, have to be singularly maximized.

However, from eq. (5.34) and (5.35), the two terms RhChhid
Ch

(0) and Ru̇Txu̇Tx
(0) are fixed

for a specific UWB radio link, i.e., they are not angular dependent and hence they

cannot be maximized. On the other hand, from eq. (5.32) and (5.33) it can be evinced

that the terms RhRxhM
Rx

(0, θRx, ψRx) and RhTxhM
Tx

(0, θTx, ψTx) are angular dependent and

hence they have to be singularly maximized depending on the angular direction.

From the obtained results, it can be evinced that FuRxhref
and hence the SNR is di-

rectly dependent on the cross-correlations functions, for τ = 0, between the impulse

response in the main radiation direction and the impulse response in the direction of

the transmission link of the transmit antenna RhTxhM
Tx

(0, θTx, ψTx) and of the receive an-

tenna RhRxhM
Rx

(0, θRx, ψRx). Since these cross-correlations are angular-dependent, also

FuRxhref
and hence the SNR are angular dependent. From these observations, it is im-

portant to have the possibility to quantify the angular variation of RhTxhM
Tx

(0, θTx, ψTx)

and RhRxhM
Rx

(0, θRx, ψRx), which directly gives the angular variation of FuRxhref
and hence

the SNR.

In the following, the cross-correlation function of an antenna will be calculated (i.e.

either the term in eq. (5.32) or (5.33)) and a criterion will be introduced, which permits

to quantify the spatial regions where the radiated signal has optimum properties.

5.2 Quantification of the Antenna Angular Dependence

The quantification of the angular dependence of the signal radiated by the antenna is an

important task for communication applications and Radar applications as well. In the
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communication link a variation of the signal in the different angular directions causes

a decrement of the system performance, as previously derived (ref. to sec. 5.1.3.4).

Hence, having the possibility of quantifying the signal variation in the different angular

directions, it is also possible to estimate the variation of the SNR for impulse radio

transmission due to this non-ideal antenna behavior.

On the other hand, in Radar applications, the variation of the received signal with

respect to the transmitted signal contains the target signature. Hence, an angular signal

variation due to the non-ideal antenna behavior can introduce erroneous target infor-

mation or affect the actually expected one. Consequently, it is important to have the

possibility of knowing a priori the variation which the transmit signal undergoes, due

to only the antenna non-ideal behavior. From that knowledge it is possible to discern

the signal distortion due to the actual target information from the signal distortion due

to the antenna angular dependent behavior and to limit the operation of the Radar to

an angular region with negligible variation of the impulse response. The analysis in

the Radar case is one topic of chapter 7.

In literature [67] an analysis of the distortion of the radiated pulse due to a variation

of the antenna gain or group delay is reported. In other references [9], [10], the cross-

correlation is used to investigate the behavior with respect to different radiated pulses.

In [11] measurements of the cross-correlation between transmit and receive antenna

arrays are presented. However, these measurements are only shown depending on the

distance between the transmit and the receive arrays and the number of elements of

the arrays themselves for a particular scenario, without taking into consideration the

three-dimensional case and the different angular directions. Hence, from that analysis

it is not possible to assess the effect of the distortion introduced by the antenna in the

different angular directions. In [68] the correlation between a transmit signal and a

template is defined and is used in an optimization problem. However, also in this case,

the correlation is presented as a function of the transmit signal and not as a measure

of the intrinsic properties of the antennas.

All these investigations do not allow to classify the spatial variation of the antenna

characteristics. A suitable approach for that purpose will be derived in the following.

5.2.1 Fidelity Analysis

The aim is to introduce criteria for the single antenna (either Tx or Rx) in order to judge

its angular dependent behavior. As it as been seen in section 5.1, the cross-correlation

function, between the impulse response in the main radiation direction and a generic

angular direction, is an important criterion.

However, for a complete assessment, also the gain of the antenna must be considered.

In the following, both aspects will be regarded for the field radiated from a single

antenna.

The variation, which the transmitted signal undergoes in a generic angular direction

with respect to the signal transmitted in the antenna’s main beam direction, due to

the angular dependence of the antenna properties, can be quantified through the spa-

tial analysis of the cross-correlation function between the radiated signal in a generic
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angular direction (θ, ψ), and the signal transmitted in the main radiation direction

(θM, ψM). Consequently, if a spatial correlation pattern is constructed, from its analysis

it is possible to determine the size of the angular regions where the signal is preserved,

i.e. where the distortion effects of the antenna are low with respect to the signal in the

main beam direction.

According to the UWB radio link equation previously derived (see sec. 5.1.1), the

radiated field in the main beam direction (θM, ψM) at a distance r from the transmit

antenna itself is

eM
Tx(t, θM, ψM, r) =

K

r
δ

(
t − r

c0

)
∗ hM

Tx(t, θM, ψM) ∗ ∂

∂t
uTx(t) (5.36)

where the factor K =
√

Z0√
ZTx

· 1
2πc0

and the antenna’s angular dependence has been

explicitly written.

Hence, as introduced in chapter 2, calculating the cross-correlation function between

the transmitted signal eM
Tx in the main direction (θM, ψM) and the transmitted signal eTx

in the generic angular direction (θ, ψ) (see eq. (5.1)), gives a quantification of the dis-

tortion introduced by the single antenna in the different angular directions. According

to the fidelity analysis introduced in chapter 2, in the analyzed case the fidelity term

results

F(θ, ψ, τ) =
ReTxeM

Tx
(θ, ψ, τ)

√∫ t0+T
t0

||eTx||22
√∫ t0+T

t0
||eM

Tx||22
=

eTx(θ, ψ, t) ∗ eM
Tx(θM, ψM, τ − t)√∫ t0+T

t0
||eTx||22

√∫ t0+T
t0

||eM
Tx||22

. (5.37)

Expanding the nominator in the previous equation, it gives

ReTxeM
Tx

(θ, ψ, τ) =
(

hCh(t) ∗ hTx(t, θ, ψ) ∗ u̇Tx(t)
)
∗

(
hid

Ch(τ − t) ∗ hM
Tx(τ − t, θM, ψM) ∗ u̇Tx(τ − t)

)

= hCh(t) ∗ hid
Ch(τ − t)︸ ︷︷ ︸

RhChhCh
(τ)

∗ hTx(t, θ, ψ) ∗ hM
Tx(τ − t, θM, ψM)︸ ︷︷ ︸

R
hTxhM

Tx
(τ,θ,ψ)

∗ u̇Tx(t) ∗ u̇Tx(τ − t)︸ ︷︷ ︸
Ru̇Txu̇Tx(t)(τ)

(5.38)

Comparing the previous equation with eq. (5.31), it can be recognized that (5.38) is

composed by three terms: the first one is the auto-correlation of the channel RhChhCh
(τ),

evaluated at the time difference τ (ref. to eq. (5.34)). The second term is the cross-

correlation function RhTxhM
Tx

(τ, θ, ψ) between the impulse response of the transmit an-

tenna in the main beam direction and in a generic direction, evaluated at the time

difference τ (ref. eq. (5.33)). The last term is the auto-correlation function of the time

derivative of the transmit signal u̇Tx, evaluated at the time difference τ (ref. to (5.35)).

Since it has been assumed that the channel is a delay channel, according to eq. (5.2), this

term performs only a shift of the pulses and an attenuation of a factor 1/r depending
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on the distance, but these operations do not influence the cross-correlation calculation6.

Hence, also in this case it can be evinced that the knowledge of the cross-correlation

properties of the antennas has an important role, since it permits to quantify the distor-

tion, which the signal undergoes. The transmitted signal is minimally distorted with

respect to the signal transmitted in the main beam direction when the fidelity term

(5.37) is maximal (ref. to chapter 2), i.e. for

Fmax(θ, ψ) = max
τ

F(θ, ψ, τ) . (5.39)

From these considerations it can be concluded that the fidelity factor has an impor-

tant meaning in the analysis of UWB antennas. From its knowledge the worsening of

the SNR can directly be evaluated, according to eq. (5.28). Moreover, it also quantifies

the angular dependent distortion operated by the antenna on the transmitted signal.

5.2.2 Establishment of a joint Criterion

As already pointed out in chapter 2, the fidelity factor does not characterize the an-

tenna’s gain. Hence, also the peak of the impulse response P(θ, ψ) in the different

angular directions has to be considered. A good antenna performance requires both, a

high fidelity/cross-correlation and high peak of the impulse response simultaneously.

Consequently, a criterion which permits to identify the area where the radiated signal

is well correlated with the signal in the main direction and preserves a high peak is

needed.

From the analysis of the peak in the different angular directions it is possible to

determine the areas where the antenna radiates high peak power. A good time domain

behavior of an antenna is given in areas where the radiated signal is well correlated

with the signal in the main beam direction (low distortion) and also the radiated peak

power is high (high peak of the transient response). Hence, in order to determine such

areas, a joint criterion has to be established.

For that reason, the product of the absolute value of the fidelity |F| and the peak P

for each angular direction (θi, ψi) is regarded, normalized to its maximum, namely

PF(θ, ψ) =
P(θ, ψ) · |F(θ, ψ)|

maxθ,ψ {P(θ, ψ) · |F(θ, ψ)|} . (5.40)

By this procedure in each direction the peak value P is weighted with the fidelity |F|.
Hence, the obtained area with high values is the area where the radiated signal is

well correlated with the signal in the main beam direction and also has a high peak

power. Consequently, in that area the antenna has a high performance for impulse

radio operations.

6In fact, the cross-correlation function evaluates the shape of the signals and in this case both the signals

in the main direction and in the generic direction are evaluated at a distance r and consequently
equally weighted by the channel influence.
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5.2.3 Evaluation of the Fidelity from Measurement Results

In order to calculate the fidelity term in eq. (5.37) and its maximal value (see eq. (5.39)),

the knowledge of the antenna impulse response is necessary. As seen in the previ-

ous chapter (ref. to eq. (4.2) and sections 4.1.1.1 and 4.1.2), the impulse response of an

antenna under test is calculated for a particular polarization of the reference receive an-

tenna. Hereafter the horizontal h and vertical v polarizations of the receive antenna will

be considered. From measurements performed according to sections 4.1.1.1 and 4.1.2,

the impulse response hh(t, θ, ψ) of the antenna under test for the horizontal polariza-

tion of the receiver and hv(t, θ, ψ) of the antenna under test for the vertical polarization

of the receiver are separately recovered. For each polarization, the maximum of the

fidelity term is than calculated, according to eq. (5.39), obtaining Fh
max(θ, ψ) for the hor-

izontal polarization of the receive antenna and Fv
max(θ, ψ) for the vertical polarization

of the receive antenna.

It has to be observed that, for practical performance evaluations both polarization

components must be jointly regarded.

This is done in the following regarding, for each particular angular direction (θ, ψ),

the maximum value between the absolute value of the fidelity of the antenna impulse

response for the vertical receiver polarization |Fv
max(θ, ψ)| and the absolute value of

the fidelity of the antenna impulse response for the horizontal receiver polarization

|Fh
max(θ, ψ)| in that angular direction, namely

F(θ, ψ) = max
θ,ψ

[
|Fv

max(θ, ψ)|, |Fh
max(θ, ψ)|

]
. (5.41)

In order to evaluate the overall antenna performance, also the peak P of the envelope

of the impulse response of the antenna under test is investigated. In order to consider

both polarizations, the antenna impulse response hh+v, given by the vector sum of the

impulse responses of the vertical and horizontal receiver polarizations, namely

hh+v(t, θ, ψ) =

√(
hh(t, θ, ψ)

)2
+

(
hv(t, θ, ψ)

)2
(5.42)

is considered. The angular, (θ, ψ)-dependent peak P is then calculated using eq. (2.7).

In order to evaluate the criterion introduced in eq. (5.40), the fidelity term obtained

from eq. (5.41) is multiplied by the peak P calculated from the impulse response of eq.

(5.42) and then normalized to its maximum. This is done for each angular direction

(θ, ψ).

5.3 Analysis of UWB Antennas

In this section, the theoretical analysis and the criteria previously introduced are ap-

plied to particular antennas and supported by measurements. In the following the

investigated antennas are presented together with the measurement setup.
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5.3.1 Investigated Antennas

The analysis will be focused on two commonly used UWB antennas with different

radiation principles, a traveling wave antenna (Vivaldi antenna) and a small antenna

(Bow-tie antenna), in order to investigate and to compare their behaviors regarding

their applicability for different applications.

5.3.1.1 Vivaldi Antenna

The Vivaldi antenna [6] is fed by aperture coupling and optimized for the frequency

range from 3.1 GHz to 10.6 GHz. Its dimensions are 78 mm × 75 mm and it is shown in

Fig. 5.7. The absolute value of the measured S11 parameter of the investigated Vivaldi

antenna is plotted in Fig. 5.8. The antenna shows good input impedance matching

from 2 to 12 GHz.

 

Figure 5.7: The investigated Vivaldi antenna: rear side (left) and front side (right).
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Figure 5.8: Measured |S11| parameter of the investigated Vivaldi antenna.
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5.3.1.2 Bow-tie Antenna

The Bow-tie antenna [6] is fed by aperture coupling and optimized for the frequency

range from 3.1 GHz to 10.6 GHz. Its dimensions are 36 mm × 31 mm. The antenna

is shown in Fig. 5.9. In Fig. 5.10 the absolute value of the measured S11 parameter is

plotted. In the frequency range from 3 to 10 GHz a good impedance matching can be

observed.

Figure 5.9: The investigated Bow-tie antenna: front side (left) and rear side (right).
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Figure 5.10: Measured |S11| parameter of the investigated Bow-tie antenna.

5.3.2 Measurement Setup

The AUT was placed in the center of a spherical anechoic chamber (JRC Ispra, diame-

ter 20 meters) on a rotating tower. The azimuth angle was controlled by rotating the

tower. The receiving antenna is a dual polarized horn antenna mounted on a carriage

that moves along a rail to any desired elevation angle. The entire upper hemisphere
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5.3 Analysis of UWB Antennas

was measured with an angular resolution of 5 degrees in both azimuth and elevation

for both, the vertical and the horizontal polarization. For each position with a vector

network analyzer the transfer coefficients were measured from 2 GHz to 18 GHz at 801

equidistantly spaced frequencies for both horizontal and vertical polarization simulta-

neously. For the calibration of the setup a direct through-connection measurement of

the cables at the antenna feed-points and a transmission measurement between two

identical horn antennas were taken [69]. Fig. 5.11 shows the coordinate system.

θ

ψ

vertical probe

horizontal probe

antenna

Figure 5.11: Coordinates for the measurement; gray: vertical polarization; black: horizontal

polarization.

The resulting measured transfer function is obtained with a resolution of ∆ f = 19.97

MHz. Then, applying the procedure explained in section 2.2, the antenna transient

response has been calculated through a discrete Fourier Transform starting from the

analytical transfer function H+
AUT (ref. to Appendix A.1), namely

hAUT(k∆t) = ℜ
[

1

N∆t

N−1

∑
n=0

H+
AUT(n∆ f ) · exp

[
j
2π

N

]]
. (5.43)

In the previous equation, the frequency range from 0 to 2 GHz has been filled with

zeros. In order to improve the time domain accuracy, a zero padding has been applied

at the end of length ten times the length of the measured data. The interpolated signal

has an accuracy of ∆t = 5.5 ps.

5.3.3 Obtained Results

In the following, the results for the correlation of the impulse response shapes and for

the joint criterion regarding also the pulse peak of the two investigated antennas are

presented.
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5.3.3.1 Vivaldi Antenna

The Vivaldi antenna was placed in the anechoic chamber with respect to the coordinate

system as illustrated in Fig. 5.12. The antenna impulse response has been plotted

for different angular directions in Fig. 5.13 for horizontal polarization of the receiver

(where the angular direction (θ, ψ) = (0◦, 90◦) corresponds to co-polarization), and in

Fig. 5.14 for vertical polarization of the receiver (where the direction (θ, ψ) = (0◦, 0◦)
corresponds to co-polarization), showing its angular dependence.

x

y

z
(θM, ψM)

ψ

θ

r

Figure 5.12: Position of the Vivaldi antenna with respect to the coordinate system and highlight

of the main beam direction (θM, ψM).

In the following, the results for the fidelity for the Vivaldi antennas are presented.

At the receiver side, both horizontal and vertical polarization components have been

recovered separately, as previously discussed in section 5.2.3. When both polariza-

tion components are considered, the obtained results are presented in the following.

Fig. 5.15 shows for each angular direction (θ, ψ), the maximum value between the ab-

solute value of the fidelity of the antenna transient response for the vertical receiver

polarization |Fv
max(θ, ψ)| and the absolute value of the fidelity of the antenna transient

response for the horizontal receiver polarization |Fh
max(θ, ψ)| in that angular direction.

It has been calculated according to eq. (5.41). The obtained results are plotted in a 2D

projection of the upper hemisphere. The orientation of the polarization components

is shown in Fig. 5.11. Each point corresponds to a particular (θ, ψ) direction. The ψ

angles increase anticlockwise, while the θ angles increase from 0◦ at the center of the

plot to 90◦ at the outer border of the picture. In order to better understand the antenna

behavior, also a schematic representation of the antenna itself is plotted, showing its

position and orientation in the anechoic chamber (gray lines represent the metallization

surfaces of the antenna).

The fidelity has an high absolute value (|F(θ, ψ)| > 0.8) in an elliptic angular area,

for all ψ directions, comprised between 0◦ < θ < 60◦.

In order to evaluate the overall antenna performance, also the peak P of the envelope

of the Vivaldi antenna impulse response is investigated. In order to consider both po-

larizations, the antenna impulse response hh+v(t, θ, ψ), given by eq. (5.42), is regarded.
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(a) horizontal polarization of the receive antenna:
θ = 0◦, ψ = 90◦

4 5 6
−0.3

−0.2

−0.1

0

0.1

0.2

0.3

time t in ns

h
(t

)
in

m
/

n
s

(b) horizontal polarization of the receive antenna:
θ = 45◦, ψ = 90◦
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(c) horizontal polarization of the receive antenna:
θ = 90◦, ψ = 90◦

Figure 5.13: The Vivaldi antenna impulse response in various angular directions for horizontal

polarization of the receiver antenna (the direction (θ, ψ) = (0◦, 90◦) corresponds to

co-polarization).
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(a) vertical polarization of the receive antenna:
θ = 0◦, ψ = 0◦
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(b) vertical polarization of the receive antenna:
θ = 45◦, ψ = 0◦
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(c) vertical polarization of the receive antenna:
θ = 90◦, ψ = 0◦

Figure 5.14: The Vivaldi antenna impulse response in various angular directions for vertical

polarization of the receiver antenna (the direction (θ, ψ) = (0◦, 0◦) corresponds to

co-polarization).
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Figure 5.15: Spherical fidelity pattern |F(θ, ψ)| with respect to the main beam direction of the

Vivaldi antenna for both polarizations of the receiver.
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Figure 5.16: Peak P(θ, ψ) of the Vivaldi antenna transient response for both polarizations of the

receiver.
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The angular (θ, ψ) dependent peak P is then calculated using eq. (2.7). The obtained

results are plotted in Fig. 5.16. The peak is high (P > 0.25 m/ns) in an elliptic angular

area for 0◦ < θ < 30◦ and every direction ψ. The transmitted signal presents its highest

absolute values in the angular regions where it is also well correlated with the signal in

the main radiation direction. This means that in the region where the signal has high

gain the fidelity is also high.

In order to find the area where the antenna has a good behavior, i.e. where the

radiated signal is well correlated with the signal in the main beam direction (low dis-

tortion) and also the radiated peak power is high, the criterion introduced in section

5.2.2 is now applied. The obtained result (normalized to its maximum) is plotted in

Fig. 5.17. The area where the signal is weakly distorted and the radiated energy is high

is in an elliptic area comprised between 0◦ < θ < 30◦ and every direction ψ.
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Figure 5.17: Normalized result for the joint performance criterion for the Vivaldi antenna.

5.3.3.2 Bow-tie Antenna

In Fig. 5.18 the position in the anechoic chamber of the Bow-tie antenna with respect

to the coordinate system is shown. In Fig. 5.19 the measured impulse responses for

the horizontal polarization of the receiver for different angular directions are plotted

(the direction (θ, ψ) = (90◦, 270◦) corresponds to co-polarization). In Fig. 5.20 the
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measured impulse responses for the vertical polarization of the receiver for different

angular directions are plotted (the direction (θ, ψ) = (90◦, 270◦) corresponds to co-

polarization). It can be seen that in the case of the vertical polarization the antenna

transient response does not change significantly for the directions (θ, ψ) = (90◦, 270◦),

(90◦, 225◦), (90◦, 180◦), showing the almost omni-directionality of the Bow-tie antenna

in the azimuth plane, as it discussed in the following. On the other hand, the horizontal

polarization component changes highly with the angular directions (Fig. 5.19).

x

y

z

ψ

θ

r

(θM, ψM)

Figure 5.18: Position of the Bow-tie with respect to the coordinate system and highlight main

beam direction (θM, ψM).

Also for the Bow-tie antenna, as for the Vivaldi antenna, from the measured data, the

antenna transient responses for the vertical and the horizontal receiver polarizations

are recovered separately, as discussed in section 5.2.3. Then, the fidelity patterns for

the horizontal polarization of the receiver, Fh
max(θ, ψ), and for the vertical polarization

of the receiver, Fh
max(θ, ψ), with respect to the main beam direction (shown in Fig. 5.18),

are calculated using eq. (5.39). Once these fidelity terms are computed, through eq.

(5.41) both polarizations are considered together. The obtained result for the fidelity

is reported in Fig. 5.21. Here, also a schematic representation of the antenna itself

is plotted, showing its position and orientation in the anechoic chamber (dark lines

represent the metallization surfaces of the antenna).

The antenna presents high correlation (|F(θ, ψ)| > 0.8) in an angular area between

60◦ < θ < 90◦ and all directions ψ. In this picture it is possible to recognize the omni-

directionality of the Bow-tie antenna in the equatorial plane. Together with the fidelity

F, also the peak P is investigated. It is calculated firstly constructing the antenna

transient response hh+v(t, θ, ψ), according to eq. (5.42), and than applying to it eq. (2.7)

for calculating the peak P. The obtained results are plotted in Fig. 5.21.

It is possible to recognize the almost omni-directionality of the Bow-tie antenna in

the equatorial plane since it presents a high peak for all ψ and for 60◦ < θ < 90◦.

Finally, in order to identify the area where the Bow-tie antenna has good behavior

(low distortion and high radiated peak power) the introduced joint criterion has been

applied. The results are shown in Fig. 5.23, normalized to the maximum. The antenna
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(a) horizontal polarization of the receive antenna:
θ = 90◦, ψ = 270◦
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(b) horizontal polarization of the receive antenna:
θ = 45◦, ψ = 270◦
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(c) horizontal polarization of the receive antenna:
θ = 0◦, ψ = 270◦

Figure 5.19: The Bow-tie antenna impulse response in various angular directions for horizontal

polarization of the receiver antenna (the direction (θ, ψ) = (90◦, 270◦) corresponds

to co-polarization).
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(a) vertical polarization of the receive antenna:
θ = 90◦, ψ = 270◦
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(b) vertical polarization of the receive antenna:
θ = 90◦, ψ = 225◦
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(c) vertical polarization of the receive antenna:
θ = 90◦, ψ = 180◦

Figure 5.20: The Bow-tie antenna impulse response in various angular directions for vertical

polarization of the receiver antenna (the direction (θ, ψ) = (90◦, 270◦) corresponds

to co-polarization).
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Figure 5.21: Spherical fidelity pattern |F(θ, ψ)| with respect to the main beam direction of the

Bow-tie antenna for both polarizations of the receiver.
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has good time domain behavior in all directions ψ for 60◦ < θ < 90◦. Moreover, the two

areas in proximity of ψ = 0◦ and ψ = 180◦ do not present high values. Even if these

areas present average level of fidelity (|F| < 0.7) the antenna does not have optimal

behavior in these areas since the peak is not very high (P < 0.13 m/ns). Hence, the

angular region where the Bow-tie antenna preserves the transmitted pulse and radiates

a pulse which has a high peak power is the equatorial region for 60◦ < θ < 90◦ for all

angular directions ψ.
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Figure 5.22: Peak P(θ, ψ) of the Bow-tie antenna transient response for both polarizations of

the receiver.

5.4 Conclusion

In this chapter an analysis of the UWB radio link has been presented. In this anal-

ysis, firstly the mathematical description of the UWB radio link in the time domain

and in the frequency domain has been derived. Secondly, the impact of the non-ideal

system behavior (in particular the non-idealities due to the antennas and their angular

dependence) on the system performance has been quantified. This has been done by

evaluating the SNR at the receiver side in the case of a correlation receiver. It has been

found out that the SNR is directly influenced by the angular-dependent behavior of

the antennas. Hence, it has been seen that in order to quantify the variation of the SNR
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Figure 5.23: Normalized result for the performance joint criterion.
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due to the antenna angular dependence, it is necessary to have a measure for quanti-

fying this angular dependence. Through the analysis of the fidelity properties of UWB

antennas it has been possible to determine the distortion that the transmitted signal

suffers in the different angular directions with respect to the main beam direction in

the time domain due to the non-ideal antenna behavior. From the developed analysis

the areas where the signal shows high fidelity can be determined. Together with the

fidelity, also the peak of the antenna impulse response has been regarded, since the

fidelity does not give any information on the antenna gain.

In order to identify the areas where the antenna has good time domain behavior

(low distortion of the radiated pulse and high peak energy) a joint criterion regarding

both the fidelity and the pulse peak power has been introduced.

The developed analysis has been applied to two antennas (Vivaldi and Bow-tie) and

measurements have been performed on a sphere. The Vivaldi antenna has a different

behavior compared to the Bow-tie antenna with respect to the area with high perfor-

mance. The pulse transmitted by the Vivaldi antenna shows one single focus area. For

the Bow-tie antenna the area of high performance is the entire azimuth plane.

The performed analysis is important for communications and Radar as well. If the

angular coverage of the system to be developed is known, suitable antennas can be

chosen and be put in suitable orientations. Having the possibility to quantify the

angular distortion also permits to introduce “correction” strategies at the receiver side.
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In order to permit the coexistence of UWB systems with other systems, very low power

transmission (Pmax = −41.3 dBm/MHz) is permitted for commercial devices. Hence,

because of the power restriction given by the UWB mask (see Fig. 6.1), which limits

the power spectral density instead of the total amount of transmit power, an efficient

utilization of the available bandwidth is compulsory, i.e. the signal spectrum has to

optimally exploit the allowed power spectral density in the transmit band in order to

maximize the received SNR.
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Figure 6.1: The UWB mask: FCC regulation (gray) and EU regulation without (black, solid

line) and with low duty cycle (black, dotted line).

For impulse radio transmission a pulse shape that complies with the provided spec-

trum mask must be used. Typically, in UWB communication systems, the pulse from

pulse generator has high spectral components at low frequencies. This means that

its power spectral density cannot be assumed constant within the transmit frequency

band. In addition, the radiation by the antenna is frequency dependent, which causes

the transmitted signal to be further distorted, so that it may fit even less the given

spectral mask. Hence, a compensation for the non-ideal behavior of the transmitter

has to used.

In literature there are different methods to perform this compensation. A technique

used to achieve this goal consists in digitally pre-distorting the pulse. This is performed
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by the utilization of digital filters [32], [70] - [72] creating an optimum signal through

DSP implementation of digital FIR filters [71], which require immense computational

effort. A second approach consists in directly designing a signal that exactly fulfills the

UWB mask [33], [34]. Other methods are based on applying an analog filter to restrict

the spectrum in the desired passband, having the filter a bandwidth (S21 parameter)

that exactly matches the UWB mask [17] - [20]. In that case the spectrum is restricted

by eliminating the undesired signal components outside the UWB range. However,

through all these methods, the spectral power distribution inside the UWB mask is

not improved. Nevertheless, the majority of these methods does not take into account

the non-idealities of the UWB components at the transmitter side, in particular the

antenna, which has a gain dependent on frequency, as seen in the previous chapter.

Hence these methods are suboptimal.

In the following an UWB system based method, by which the transmit signal fits

optimal to the given mask, is presented [31]. This is an advanced pulse shaping con-

cept, that at the same time permits to compensate the non-ideal component behavior

regarding the transfer function and hence to make the signal better exploit the maxi-

mum power of the UWB mask. A particular shaping filter is designed to be inserted

in between the pulse generator and the antenna and its characteristic is calculated to

compensate for the non-ideal behavior and distortions of the pulse generator and of

the frequency-dependent antenna gain.

The chapter is organized as it follows. Firstly, the non-idealities of the RF-front end

are regarded. Secondly, the advanced pulse shaping concept is mathematically de-

scribed. Finally, it is verified through the development and the fabrication of practical

pulse shaping filters for specific scenarios (pulse generator and two different antennas).

The optimization of the power spectral desity of the radiated signal is verified through

measurements.

6.1 Non-Idealities in the UWB RF-Front End

In the following, the non-ideal behavior of the UWB components at the transmitter

side is analyzed.

Let consider the transmitter as schematically illustrated in Fig. 6.2 (top). It is com-

posed of a signal generator and a UWB antenna. Let p(t) be the pulse at the output

of the pulse generator and hA(t) the impulse response of the antenna. From what has

been seen in the previous chapter and from [46], the effective on-air transmitted electric

field is given by (ref. to eq. (5.1))

e(t, r) = a(t, r) ∗ hA(t) ∗ 1

2πc0

∂

∂t
p(t) (6.1)

where the derivative ∂/∂t is caused by the antenna. a(t, r) is an attenuation term,

which attenuates the wave and delays it, according to the distance r. The attenuation

depends only on the distance r from the transmitter if only one specific direction of

radiation is regarded. It coincides with the term defined in eq. (5.2), i.e. it produces an

attenuation inversely proportional to the distance r and a delay proportional to r/c0.
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The previous relationship can be rewritten in the frequency domain as (ref. to eq.

(5.6))

E( f , r) = A( f , r) · HA( f ) · 1

2πc0
jωP( f ) (6.2)

where P( f ) is the spectrum of p(t), HA( f ) is the antenna transfer function and the term

jω = j2π f results from the differentiation in the time domain. The term A( f , r), which

is the Fourier transform of a(t, r), produces in the frequency domain an attenuation of

entity 1/r and a phase shift of r/c0.

The radiated wave must show a constant power spectral density in the licensed

frequency range. However, even in the ideal case of an antenna with a frequency-

independent transfer function in the UWB frequency range, the on air transmitted

wave is given by the derivative of the pulse from the pulse generator.

Furthermore, the presence of a non-ideal antenna with a frequency dependent trans-

fer function in the UWB passband causes the signal to be further distorted and to less fit

the assigned mask. It must be also assumed that the pulse generator does not provide

a signal with constant power spectral density. Fig. 6.3 exemplifies this concept. Here

the spectrum P( f ) of the generated pulse is plotted (left) together with the non-ideal

antenna transfer function (center). The generated pulse decreases with the frequency,

since it is not possible to generate an ideally short pulse with an infinitely large band-

width, while the antenna transfer function is not constant in the UWB frequency range,

i.e. it is frequency dependent. The resulting on-air transmitted wave is plotted on the

right side of Fig. 6.3, together with the required mask. Due to the non-ideal behavior

of the components, the spectrum of the on-air transmitted wave does not optimally fit

the given mask.
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Figure 6.2: Schematic representation of the transmitter: standard realization (top), with inser-

tion of shaping filter (bottom).
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E( f )HA( f )P( f )

fHfHfH fLfLfL ff f

mask

Figure 6.3: Effect of the non-ideal behavior of the transmitter: the spectrum P( f ) of the ge-

nerated pulse (left), the antenna transfer function HA (center) and the resulting

normalized on-air transmitted signal E( f ) (right, see eq. (6.3)) together with the

required mask.

6.2 Required Filter Transfer Function

The aim is that the on-air transmitted signal maximally fulfills the UWB mask. This can

be achieved with a compensation of the antenna’s and pulse generator’s non-idealities.

It has to be observed that, in the filter design, the antenna transfer function in the

direction of maximum gain (co-polarzation component) has to be considered because

the limit for the radiated power has to be respected in each direction. Hence in the fol-

lowing the quantities E and HA coincides with the main radiation direction component

and are considered scalar. Moreover, E( f , r) is normalized so that the dependence on

the distance can be neglected, i.e. only relative values of power spectral density (PSD)

are considered, which are normalized to the distance r, namely

E( f ) =
E( f , r)

A( f , r)
. (6.3)

This is done because the regulations impose that the transmitted signal must fulfill

the given mask at the antenna output. Since the term a(t, r) (A( f , r)) produces only a

delay in time (phase shift in frequency) and an attenuation, and since the PSD is not

influenced by phase shifts, the newly defined E( f ) is used in the developed analysis.

Let sUWB(t) be the desired optimum on-air transmitted wave, i.e. the wave that per-

fectly fits the mask compensating also the components’ non-idealities.

The optimum desired on-air transmitted wave can be achieved at the antenna output

by introducing at the transmitter side a shaping filter with impulse response hF(t) (see

Fig. 6.2, bottom) such that

sUWB(t) = hA(t) ∗ hF(t) ∗ 1

2πc0

∂

∂t
p(t) . (6.4)

Rewriting the previous equation in the frequency domain, it gives

SUWB( f ) = HA( f ) · HF( f ) · 1

2πc0
jωP( f ) (6.5)

where HF( f ) is the filter transfer function. Hence, it can be recognized that the filter

transfer function that permits to obtain the desired on-air transmitted signal sUWB(t)
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is given by

HF( f ) =
SUWB( f )

HA( f ) · 1
2πc0

jωP( f )
. (6.6)

This procedure compensates the effect of the non-ideal antenna behavior and takes into

account the power spectral density of the signal generated by the pulse generator.

It has to be noticed that, comparing eq. (6.6) with eq. (6.2), the denominator of eq.

(6.6) is exactly the transmitted signal in the case where no filter is applied, i.e.

HF( f ) =
SUWB( f )

E( f )
(6.7)

where E( f ) is defined in eq. (6.3).

It has to be pointed out that in the ideal case of a constant antenna transfer function

and a generated pulse whose derivative has constant power in the selected frequency

interval, the required filter mask HF( f ) is simply a bandpass filter. On the other hand,

due to the non-constant antenna transfer function and the non whiteness of the deriva-

tive of the generated pulse, the filter has to compensate for these non-idealities and

hence it does not only have to select the desired band but also to pre-distort the signal.

Hence, it is a “shaping filter” whose bandpass transfer function (S21) is not constant.

6.3 Filter Design

In this section the application of the previous method for two different antennas is

described. The presented analysis is applied for the EU UWB case.

The considered pulse p(t) is the one created by a commercially available pulse gene-

rator (PSPL 3600) [80]. In Fig. 6.4 it is plotted together with its normalized spectrum.

Two different antennas have been taken into account, which have different radiation

principles: a travelling wave antenna (Vivaldi antenna) and a small antenna (Bow-tie

antenna). As it has been seen in the previous chapter, these antennas radiate different

signals in the different angular directions. In the filter design the transfer function

in the direction of maximum gain (co-polarzation component) has to be considered

because the limit for the radiated power has to be respected in each direction.

6.3.1 Vivaldi Antenna

The measured Vivaldi antenna transfer function1 is shown in Fig. 6.5(a).

In order to calculate the required filter transfer function, eq. (6.7) has been used.

Instead of multiplying the various terms HA, jω and P( f ), since the denominator of

eq. (6.6) is exactly the transmitted signal in the case when no filter is applied, the

signal E( f ) transmitted by the system composed of the pulse generator and the Vi-

valdi antenna (Fig. 6.2 top) has been directly measured. The measured E( f ) is il-

lustrated in Fig. 6.5(b) (solid line), restricted to the frequency interval of interest from

1It has been obtained as described in chapter 4.
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Figure 6.4: The pulse created by the pulse generator: time domain pulse shape p(t) and fre-

quency domain normalized spectrum |P( f )|.
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(a) Measured Vivaldi antenna transfer function (main beam direction, co-
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(b) Measured normalized transmitted spectrum |E( f )| (solid line) and its lin-

ear approximation (dotted line) for main beam direction, co-polarization

Figure 6.5: Vivaldi antenna: transfer function in the main beam direction, co-polarized compo-

nent (a) and normalized transmitted spectrum |E( f )|, given by eq. (6.2), when no

filter is applied ((b), solid line) together with its linear approximation ((b), dotted

line).
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6 to 8.5 GHz and normalized in that band. For the design of the filter, this spectrum has

then been approximated by a linear interpolation, as shown in Fig. 6.5(b) (dotted line).

The radiated power spectral density is decreasing by around 8 dB over the 2.5 GHz

bandwidth. This interpolated curve has been inserted in eq. (6.6). As goal function,

SUWB( f ) has been considered having a rectangular shape in the 6− 8.5 GHz frequency

interval. The obtained required filter mask is plotted in Fig. 6.6. A particular shaping

filter is constructed for the Vivaldi antenna and verified through measurements, as it

is described in the following.
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Figure 6.6: Mask of the required shaping filter for the Vivaldi antenna.

6.3.2 Bow-tie Antenna

The Bow-tie antenna presents a transfer function (see Fig. 6.7(a)) with higher decreasing

slope with respect to the Vivaldi antenna in the considered frequency interval. The

effective electric field E( f ) radiated by the system composed by the pulse generator and

the Bow-tie antenna has the shape given in Fig. 6.7(b). For this antenna the decrease

of the radiated power spectral density amounts to 14 dB over 2.5 GHz of bandwidth.

Hence, considering its linear approximation (dotted line in Fig. 6.7(b)), it can be seen

that the filter to be developed has a shape which is sharper compared to the one

required by the Vivaldi antenna. Also in this case, as goal function SUWB( f ) has been

considered having a rectangular shape in the 6− 8.5 GHz frequency interval. Applying

eq. (6.7) with the measured E( f ) and the so defined desired goal function SUWB( f ), the

resulting required filter shape is shown in Fig. 6.8. In the following, the description of

a realized filter for the Bow-tie antenna is given, together with the verification through

measurement results.
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(a) Measured Bow-tie antenna transfer function (main beam direction, co-

polarization)
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(b) Measured normalized transmitted spectrum |E( f )| (solid line) and its lin-

ear approximation (dotted line) for main beam direction, co-polarization

Figure 6.7: Bow-tie antenna: transfer function in the main beam direction, co-polarized com-

ponent (a) and normalized transmitted spectrum |E( f )|, given by eq. (6.2), when no

filter is applied ((b), solid line) together with its linear approximation ((b), dotted

line).
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Figure 6.8: Mask of the required shaping filter for the Bow-tie antenna.

6.3.3 Realized Filters

6.3.3.1 Shaping Filter for the Vivaldi Antenna

The realized shaping filter for the Vivaldi antenna is composed by the cascade of a

bandpass section and a highpass section, which are now in detail regarded.

Bandpass Section The bandpass section permits to select the desired frequency in-

terval. The selected structure used to implement this section is the bandpass

filter presented in chapter 3 (ref. to section 3.5.3, Model 2). The highpass sec-

tion has ben introduced in order to obtain the desired “shaping”. The choice of

the structure described in chapter 3 has been done in order to have directly the

possibility to compare the behavior of the shaping filter with the behavior of the

bandpass filter already investigated in detail previously, and hence to quantify

the impact of this particular filter structure with respect to the classical bandpass

filter structure.

Highpass Section The highpass section has been constructed such that the cut-off

frequency fcutoff of the filter transmit band is exactly fH = 8.5 GHz, the upper

frequency of the EU UWB interval. It has been realized through short circuited

stubs. The length of these stubs has been selected to be quarter wavelength at

the frequency fcutoff = fH = 8.5 GHz. The number n of stubs has been choosen

in order to obtain the desired in-band slope of 8.5 dB of the filter mask. After

computer simulations, it has been seen that the optimum stub number n = 3.

Higher n produces a more increasing slope while lower n a too slowly increasing

slope. The stubs are spaced with connecting lines of length λcutoff/4.
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shaping section
bandpass section

Figure 6.9: Fabricated shaping filter for the Vivaldi antenna.

One prototype of the developed shaping filter has been fabricated on a Rogers sub-

strate RO4003 with εr = 3.38 and thickness 1.57 mm and it is shown in Fig. 6.9. Mea-

surements on the realized filter has been performed to validate its behavior. In Fig. 6.10

the absolute value of the measured S21 parameter is plotted. As it can be recognized,

it satisfies the derived theoretical mask.
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Figure 6.10: Measured |S21| parameter of the fabricated shaping filter for the Vivaldi antenna.

In Fig. 6.11 the GDT of the realized shaping filter, obtained according to eq. (2.3), is

plotted.

6.3.3.2 Shaping Filter for the Bow-tie Antenna

Differently from the Vivaldi antenna, in the case of the Bow-tie antenna the required

shaping filter needs a slop of 14 dB in the EU UWB band. The shaping filter realized for
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Figure 6.11: Measured GDT τg( f ) of the fabricated shaping filter for the Vivaldi antenna.

the Bow-tie antenna consists in a CPW structure, which is composed by the integration

of a highpass section and a lowpass section. These sections have been constructed

starting from the base CPW discontinuities presented in chapter 3 (ref. to section 3.5.5)

and are now in detailed regarded.

Highpass Section This section consists in the integration of two different CPW ele-

ments with highpass behavior: the open-end series stub and the short-end shunt

stub. These elements are integrated one into the other for space reduction. The

lengths of the stubs have been optimized in order to obtain the desired slope in

the passband.

Lowpass Section This section has been realized through a short-end series stub and

a defected ground structure. The defected ground structure has been realized

through slots etched symmetrically in the CPW ground plane. The slots have

been bended to save space. This basic structure has been repeated twice to obtain

a sharper upper transitional band.

It has to be pointed out that the realization of the shaping filter for the Bow-tie

antenna differs in principle from the adopted realization in the case of the Vivaldi

antenna. For the Vivaldi antenna the desired filter shape has been obtained through

the cascade of a bandpass section, for selecting the required EU UWB band, and a

highpass section, for obtaining the desired slope of the in-band filter mask. Hence, this

additional highpass section deforms the constant mask of the bandpass filter. In the

case of the Bow-tie antenna the shaping operation and the band-selection operation are

performed at the same stage and are hence integrated.

A prototype of this filter has been etched on a substrate Rogers RO4003, εr = 3.38,

thickness h = 1.57 mm (see Fig. 6.12). Its frequency domain behavior has been tested
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Figure 6.12: Fabricated shaping filter for the Bow-tie antenna.

through measurement. The absolute values of the measured S21 and S11 parameters

are shown in Fig. 6.13. As desired, it satisfies the required mask, i.e. it has a slope of

approximately 14 dB in the EU UWB mask. Moreover, it selects the EU UWB frequency

interval. Its GDT is plotted in Fig. 6.14.
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Figure 6.13: Measured |S21| (solid line) and |S11| (dotted line) parameters of the fabricated

shaping filter for the Bow-tie antenna.

6.4 Verification

Since the developed filters are intended to optimize the spectrum for impulse radio

transmissions with a particular pulse generator, their operability has to be evaluated

by measuring the spectrum of the radiated waves.

In this section the measurement system configuration for the verification measure-

ments is presented. With the evaluation of the operability of the filter prototypes also
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Figure 6.14: Measured GDT τg( f ) of the fabricated shaping filter for the Bow-tie antenna.

the applicability of the entire pulse shaping filter concept is proven. In Fig. 6.15 the

measurement scenario is illustrated.

The system setup is composed, at the transmiter side, by a Trigger generator (Tek-

tronix, with 2 GHz Function/Arbitrary Waveform Generator) and a Pulse Generator

(Pico Second Pulse Labs PSPL 3600). The pulse shape of this generator has been used

in the previous synthesis of the filters (see Fig. 6.4). The last element at the transmitter

side is the transmit antenna (positioned at a fixed position, orientation and distance to

the receiver, for all the performed measurements). The transmit antenna is either the

Bow-tie antenna or the Vivaldi antenna.

At the receiver side there is a receive antenna and an oscilloscope (Agilent Infinium

DCA, 40 GSa/s, with a dynamic of about 60 dB (12 bit) and a bandwidth of 12 GHz).

The oscilloscope is synchronized to the trigger signal which is fed to the oscilloscope

over a cable connection from the trigger generator. The distance between the transmit

and the receive antenna is R = 2.9 m.

In the performed measurements a horn antenna (Model 6100) has been used at the

receiver. This antenna has been selected due to its directivity (that permits to avoid spu-

rious reflections from the surrounding) and its almost frequency-independent transfer

function and good decoupling between the two polarizations, as it can be seen in Fig.

6.16. The transfer function of the horn antenna has been recovered through the two-

antennas method, as described in chapter 4 (ref. to section 4.1.1.1).

The system is controlled via a laptop computer which also permits the data acquisi-

tion.

At the transmiter side three different configurations are possible

1. Direct Connection (A-1-1-B): In this configuration the transmit antenna is directly

connected to the pulse generator. Consequently, it is possible to directly measure
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Figure 6.15: Measurement scenario for verification in the time domain.
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Figure 6.16: Measured transfer function of the used horn antenna (co-polarization).
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the pulse spectrum E( f ) transmitted by the antenna.

2. Bandpass Filter (A-2-2-B): In this configuration, a bandpass filter is inserted be-

tween the pulse generator and the antenna. The cable connection has been made

as short as possible, in order to minimize additional losses and attenuation in the

cables. Furthermore, an absorber has been placed in front of the filter in order

to avoid radiation from the filter. In this configuration it is possible to directly

evaluate the impact of the bandpass filter on the system performance.

3. Shaping Filter (A-3-3-B): In this configuration a shaping filter is connected in

between the pulse generator and the transmit antenna. The cable connection has

been made as short as possible in order to minimize additional cable losses and

attenuation. Moreover, the filter has been covered by absorbing material in order

to prevent that radiation from the filter influences the measurements. In this

configuration it is possible to directly quantify the influence of the shaping filter

on the system performance.

6.4.1 Data Acquisition

The data have been collected in the time domain. The selected time interval has been

between −15 ns and 15 ns relative to the trigger signal, with N = 19.210 samples at a

sampling rate of 40 Gs/s. An average on 128 acquisitions has been made. The signal

recovered by the oscilloscope, uRx(t), according to the block scheme of Fig. 6.15 and to

the UWB link description of the previous chapter (ref. to eq. (5.4)), is in the main beam

direction (without filter)

uRx(t) = hhorn(t) ∗ hCh(t) ∗ hAUT(t) ∗ 1

2πc0

∂

∂t
p(t) (6.8)

where hhorn(t) is the impulse response of the used horn antenna, hCh(t) is the channel

impulse response (ref. eq. (5.2)), hAUT is the impulse response of the Antenna Under

Test (Vivaldi or Bow-tie) and p(t) is the pulse from the pulse generator. If a filter (either

a bandpass or a shaping filter) with impulse response hF(t) is inserted in between the

pulse generator and the antenna, the previous equation has to be modified in the

following way

uRx(t) = hhorn(t) ∗ hCh(t) ∗ hAUT(t) ∗ hF(t) ∗ 1

2πc0

∂

∂t
p(t) . (6.9)

6.4.1.1 Elimination of the receive antenna influence

In oder to obtain the effective on-air transmitted signal, the influence of the receive horn

antenna has to be eliminated. This is done by post-processing the acquired data. Firstly,

the time domain acquired data are transformed into the frequency domain, using a

Discrete Fourier Transform (DFT). Letting ∆t be the time spacing of the acquired data

and N the number of sampled points, the respective sampling frequency is Fs = 1/∆t

and the frequency resolution is ∆ f = Fs/N ≃ 2 MHz. In order to obtain the frequency

116



6.4 Verification

domain spectrum URx( f ), the DFT is implemented in the following way (ref. to eq.

(A.3))

URx(k∆ f ) =
1

∆t

N−1

∑
n=0

uRx(n∆t) · exp

[
−j

2π

N
kn

]
(6.10)

following the procedure described in section A.2. Then, in order to eliminate the

antenna influence, the obtained frequency domain data has been divided by the horn

antenna transfer function as

ŨRx( f ) =
URx( f )

Hhorn( f )
(6.11)

for f = k∆ f . The attenuation due to the distance R = 2.9 m between the transmit

and the receive antenna has also been compensated. Moreover, the obtained signal has

been interpolated so that the frequency resolution is ∆ f = 1 MHz.

6.4.2 Power Spectral Density

Once the mathematical background has been described, the obtained results for the

PSD calculated from the time domain measurement data are now presented.

6.4.2.1 Vivaldi Antenna

Three measurements have been performed. Firstly, the antenna alone, in the (A-1-1-

B) configuration, in order to obtain the time domain samples of the received signal

resulting from a transmission without filter. This data has been used in the filter syn-

thesis, as previously explained. Secondly, a bandpass filter has been inserted between

the pulse generator and the antenna (configuration (A-2-2-B)). This has been done in

order to compare the frequency domain and time domain impact of the shaping filter

with respect to a classical bandpass filter. Finally, the realized shaping filter has been

inserted (configuration (A-3-3-B)).

In Fig. 6.17(a) the obtained normalized received signal spectrum for the configuration

(A-2-2-B) is plotted. The spectrum has been calculated as explained in the previous

section. Since the aim of the filter is to shape the spectrum according to the UWB

mask, the absolute value of the spectrum, which depends on the distance between the

antennas, is not of practical interest here. The used bandpass filter is the one described

in chapter 3 (ref. to section 3.5.3, Model 2). In Fig. 6.17(b) the obtained result for the

configuration (A-3-3-B) is shown. Directly from this picture it can be recognized that

the shaping filter permits a better exploitation of the in-band spectrum, i.e. the mask is

better fulfilled.

In order to quantify the system performance improvement by using the shaping

filter with respect to the classical bandpass filter, the efficiency of the system has been

calculated. This has been done by integrating the power spectral density of the signal

in the passband interval 6 − 8.5 GHz and comparing the result to the integral of the

power spectral density of an ideal signal having rectangular spectrum in the 6 − 8.5

GHz interval and a maximum value equal to the maximum value of the spectrum

of the measured signal in that band. The obtained results are summarized in Tab.
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Figure 6.17: Calculated normalized PSD of the radiated wave: (a) with bandpass filter (con-

figuration (A-2-2-B)) and (b) with shaping filter (configuration (A-3-3-B)) for the

Vivaldi antenna.
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6.1. The case “Without-Filter” refers to the measurement in configuration (A-1-1-B). In

that case, in order to respect the mask, the power of the transmitted signal has to be

lowered.

Table 6.1: Vivaldi antenna: computed efficiency of the system in the three different configura-

tions.

Without Filter Bandpass Filter Shaping Filter

1.6 % 35.5% 66.4%

From the obtained results, it can be concluded that the application of the shaping

filter permits to obtain a considerable improvement of the system performance, since

the mask is better fulfilled with respect to the case when only a bandpass filter is

applied.

6.4.2.2 Bow-tie Antenna

Also in the case of the Bow-tie antenna, three measurements have been performed.

Firstly, the antenna alone (configuration (A-1-1-B)). Secondly, a bandpass filter (the one

described in section 3.5.5.2) has been added (configuration (A-2-2-B)). Finally, with the

realized shaping filter (configuration (A-3-3-B)). The obtained results are plotted in Fig.

6.18.

In order to evaluate the improvement of the usage of the shaping filter with respect

to the classical bandpass filter, the efficiency of the system has been calculated as pre-

viously described. The obtained results are summarized in Tab. 6.2.

Table 6.2: Bow-tie antenna: Computed efficiency of the system in the three different configura-

tions.

Without Filter Bandpass Filter Shaping Filter

1.6 % 38.2% 58.2%

From these results, it can be concluded that the usage of the shaping filter permits

the mask to be much better fulfilled than in the case when only a bandpass filter is

applied and hence to obtain the improvement of the system performance.

6.4.3 Radiated Pulse Shape

Together with the frequency domain performance, also the time domain behavior of

the application of the shaping filter is investigated in order to quantify the additional

distortion of the transmitted pulse caused by the shaping filter.

To obtain the time domain behavior of the proposed shaping filter and to quantify its

influence with respect to the case where no filter is applied, starting from the measured
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Figure 6.18: Calculated normalized PSD of the radiated wave: (a) with bandpass filter (con-

figuration (A-2-2-B)) and (b) with shaping filter (configuration (A-3-3-B)) for the

Bow-tie antenna.
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signal uRx(t) it is necessary to eliminate the influence of the receive horn antenna and

of the channel. Since in eq. (6.11) the horn antenna and the channel influence has

already been eliminated, starting from this equation, the respective time domain wave

ũRx has been recovered. The obtained ŨRx from eq. (6.11) has been previously limited

to the 2 − 18 GHz frequency interval2. Now, for the transformation back to the time

domain, a zero padding between 0− 2 GHz is inserted and an additional zero padding

of ten times the length of the signal is attached after the samples, in order to increase

the time domain resolution. To the obtained wave ŨRx,pad the IDFT is applied (ref. to

eq. (A.3)), namely

ũRx(n∆t) =
1

∆ f

N−1

∑
k=0

ŨRx,pad(k∆ f ) · exp

[
j
2π

N
nk

]
. (6.12)

Once the on-air transmitted wave in the time domain has been recovered, the time

domain parameters defined in chapter 2 (peak P, FWHM τFWHM and ringing τ0.1)

have been calculated for the system in configuration (A-1-1-B), i.e. without filter, in

configuration (A-2-2-B), i.e. with bandpass filter, and in configuration (A-3-3-B), i.e.

with shaping filter, in oder to quantify the impact of the shaping filter in the time

domain.

6.4.3.1 Vivaldi Antenna

Following the procedure described previously, the obtained on-air transmitted waves

without filter, with bandpass filter and with shaping filter are plotted in Fig. 6.19. The

calculated time domain parameters are summarized in Tab. 6.3.

Table 6.3: Vivaldi antenna: calculated time domain parameters of the on-air transmitted wave.

Peak P in V τFWHM in ps τ0.1 in ns

Without Filter 0.0949 160 0.45

Bandpass Filter 0.0187 490 2.98

Shaping Filter 0.0164 250 2.78

As it can be evinced, the application of a filter (either a bandpass or a shaping filter)

causes the decrement of the peak. This is due to the fact that the filter, selecting a

particular frequency interval fL < f < fH , limits the transmitted power, since the

original transmitted signal has power content also in the intervals f < fL and f > fH

in particular at lower frequencies. Moreover, the shaping filter causes a slightly higher

decrement of the peak with respect to the bandpass filter (the peak P with shaping

filter is approximatively 10% lower than in the case of the bandpass filter). This is due

to the fact that the shaping filter has a non flat S21 in the bandpass fL < f < fH interval

and this causes a further attenuation. However, the increment of the FWHM and of

2Frequencies below 2 GHz cannot be regarded because the used horn antenna does not work below

this limit.
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Figure 6.19: Measured on-air transmitted wave (solid line) and its envelope (dotted line) in the

three configurations for the Vivaldi antenna at the antenna output.
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6.5 Conclusion

the ringing in the case of the shaping filter is smaller than in the case of the bandpass

filter.

6.4.3.2 Bow-tie Antenna

Analogously to the Vivaldi antenna, following the procedure previously described, the

obtained on-air transmitted waves for the Bow-tie antenna without filter, with band-

pass filter and with shaping filter are plotted in Fig. 6.20.

The time domain parameters have been calculated also in the case of the Bow-tie

antenna and the obtained results are summarized in Tab. 6.4

Table 6.4: Bow-tie antenna: calculated time domain parameters of the on-air transmitted signal.

Peak P in V τFWHM in ps τ0.1 in ns

Without Filter 0.0533 170 0.41

Bandpass Filter 0.0115 260 1.24

Shaping Filter 0.0114 270 1.96

Also in this case, the application of a filter (either a bandpass or a shaping filter)

causes a decrement of the peak, as previously described. The shaping filter causes a

slightly higher reduction of the peak with respect to the bandpass filter. The FWHM

and ringing increase with respect to the case of the configuration (A-1-1-B), where no

filter is applied. However, these parameters are slightly higher for the shaping filter

with respect to the bandpass filter.

However, in the time domain the performance is slightly lower with respect to the

bandpass filter since the applied shaping filter requires a signal attenuation in order to

obtain the desired frequency domain shape.

6.5 Conclusion

In this chapter an UWB system based method is presented, by which the transmit sig-

nal fits optimally to the given mask. This advanced pulse shaping concept permits to

simultaneously compensate for the non-ideal behavior of the antenna and the pulse

generator and to fit the signal better to the given frequency mask. A complete mathe-

matical description of the method has been given. This method consists in realizing a

filter, which not only selects the frequency interval of interest (as a classical bandpass

filter) but also modifies the pulse shape in order to obtain a better fulfillment of the

given mask in the frequency domain. This method has been applied to two particular

antennas and ad hoc shaping filters have been fabricated. The method has been vali-

dated by measurement results. The developed filters effectively improve the spectral

characteristics of the transmitted pulse regarding the given UWB mask. In particu-

lar the non-ideal characteristics of the transmitter (pulse generator and antenna) can
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Figure 6.20: Measured on-air transmitted wave (solid line) and its envelope (dotted line) in the

three configurations for the Bow-tie antenna at the antenna output.
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6.5 Conclusion

be effectively compensated with the developed pulse shaping filter structures. By re-

garding the radiated signals in the time domain it has been shown that the additional

pulse distortion caused by a shaping filter compared to the distortion introduced by a

conventional bandpass filter is negligible.
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7 UWB Time Domain Radar Calibration

During the last years UWB technology has received increasing interest not only for

communications applications but also for Radar purposes. For Radar applications the

extremely large bandwidth permits a high range resolution and gives together with

polarimetry the possibility of target and object recognition and classification. The fully

polarimetric Radar calibration in the frequency domain has been a research topic at

the end of the eighties [73], [74]. For UWB time domain Radar calibration these results

are not appropriate, but the basic ideas of these research activities stimulate the UWB

time domain Radar calibration.

In the majority of cases, UWB Radar systems have been analyzed in the frequency

domain. Early investigations in the time domain have been presented in [39], where

a time domain Radar equation has been given, although not in a polarimetric form.

In [42] values of Radar cross sections obtained from time domain measurements are

presented. The author of [77] published several articles on time domain Radar, but did

not consider a polarimetric calibration. In summary the most important information

contributions to UWB time domain Radar target characteristics have been lost.

No fully polarimetric time domain UWB Radar calibration has been found in the lite-

rature before the publication of [43]. The typical frequency domain characterization is

only valid for a single frequency or a relatively narrow bandwidth and cannot directly

be extended to UWB impulse Radar calibration. For UWB Radar a new calibration

approach in the time domain is required, in order that UWB time domain Radar mea-

surements and target classifications can be performed directly through time domain

measurements with impulse Radar systems. It has to be pointed out that performing

UWB Radar operations, both calibration and measurements, directly in the time do-

main has several advantages with respect to classical frequency domain measurements.

Polarimetric impulse Radar calibration is by far faster and more problem oriented than

measurements in frequency domain with subsequent Fourier transform processing.

Moreover, only few operations are required for each calibration target (2 co- and 2

cross-polarization measurements), compared to the usually hundreds of measurement

steps in the frequency domain in order to perform a wideband characterization of the

target. Furthermore, the time gating for the elimination of the background reflections

and the direct antenna coupling can be directly performed.

In this chapter the UWB Radar link is investigated. This is done by firstly deriving a

fully polarimetric description of the UWB Radar link in the time domain. Secondly, in

order to characterize different targets in the time domain, the polarimetric components

of the target impulse response are calculated in the time domain, through a calibration

process. Measurements are presented to validate the proposed approach.
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7 UWB Time Domain Radar Calibration

7.1 Derivation of the UWB Radar link in the time domain

In this section a model for the UWB Radar link in the time domain is presented. The

analyzed system is composed of a transmitter, a scattering object and a receiver, as

illustrated in Fig. 7.1. Let consider dual polarized antennas at the transmitter and at

the receiver side.

Let uTx(t) be the signal that excites the transmit antenna, which is characterized by

the polarimetric antenna impulse response matrix

[hTx(t, θTx, ψTx)] =

[
hhh

Tx(t, θTx, ψTx) hhv
Tx(t, θTx, ψTx)

hvh
Tx(t, θTx, ψTx) hvv

Tx(t, θTx, ψTx)

]
(7.1)

where the term h
ij
Tx indicates the antenna impulse response when the input signal feeds

the j polarized channel (where j is either the vertical v or the horizontal h polarization)

and this signal in the j polarized channel produces a transmitted wave in the i po-

larization (where i is either the vertically v or the horizontally h transmitted wave).

This means that a signal feeding the j polarized channel of the antenna produces both

the desired j polarized transmitted wave and a i polarized transmitted wave due to

antenna coupling.

The input signal uTx(t) is in the following considered as a vector

[uTx(t)] =

[
uh

Tx(t)
uv

Tx(t)

]
(7.2)

where each component feeds one polarization (h or v) of the dual polarized transmit

antenna, i.e. with h the horizontal polarization of the transmit signal is indicated and

accordingly for v. Let ah and av be the horizontally and vertically transmitted wave

components at the antenna output, respectively, i.e.
[

ah(t, θTx, ψTx)
av(t, θTx, ψTx)

]
=

1

2πc0
[hTx(t, θTx, ψTx)] ∗

1√
ZTx

∂

∂t
[uTx(t)]

=
1

2πc0

1√
ZTx

[
hhh

Tx(t, θTx, ψTx) ∗ ∂
∂t uh

Tx(t) + hhv
Tx(t, θTx, ψTx) ∗ ∂

∂t uv
Tx(t)

hvv
Tx(t, θTx, ψTx) ∗ ∂

∂t uv
Tx(t) + hvh

Tx(t, θTx, ψTx) ∗ ∂
∂t uh

Tx(t)

]
. (7.3)

The derivative is caused by the transmit antenna, as already clarified in chapter 4

[46]. The mixed terms hv and vh result from the polarization coupling, as previously

explained. The symbol ∗ denotes the convolution between the matrix [hTx] and the

vector [uTx]. This convolution has to be interpreted as a matrix multiplication but with

a convolution operation instead of a multiplication operation.

According to chapter 5, the radiated electric field at a distance r is hence

[ei] =
1

r
[hChf] ∗ [a] (7.4)

where the index i indicates that the electric field [ei] is impinging on the object and the

matrix

[hChf] =

[
hhh

Chf hhv
Chf

hvh
Chf hvv

Chf

]
(7.5)
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7.1 Derivation of the UWB Radar link in the time domain

represents the polarimetric impulse response matrix of the forward channel, i.e. the

channel to the target object.

According to Fig. 7.1, the measured environment is composed of the transmit path,

the scattering object, the receive path and the unwanted contributions due to the an-

tenna coupling and room background reflections, which are both described by the

coupling impulse response [hcoupl(t)]. All these contributions are taken into account

by the measured impulse response matrix [hm], as symbolically shown in Fig. 7.1. Let

bh and bv be the horizontal and vertical wave components at the receive antenna (see

Fig. 7.1). In the time domain, the scenario can be written as

[
bh

bv

]
= [hm] ∗

[
ah

av

]

=
1

2πc0

[
hhh

m hhv
m

hvh
m hvv

m

]
∗

[
hhh

Tx hhv
Tx

hvh
Tx hvv

Tx

]
∗ 1√

ZTx

∂

∂t
[uTx(t)] . (7.6)

As previously said, the matrix [hm] contains the transmit path, the scattering object,

the receive path, the antenna coupling and the background reflections terms. The

antenna coupling is present by coupling between the transmit and receive antennas.

The actually received signal vector

[uRx(t)] =

[
uh

Rx(t)
uv

Rx(t)

]
(7.7)

with h the recovered signal from the horizontal and with v from the vertical polarization

of the receive antenna, respectively, is then obtained including in the previous equation

also the receive antenna impulse response matrix [hRx], namely [39]

[uRx(t)]√
ZRx

=
1

2πc0
[hRx(t, θRx, ψRx)]

T ∗ [hm] ∗ [hTx(t, θTx, ψTx)]

∗ 1√
ZTx

∂

∂t
[uTx(t)] (7.8)

where the symbol T indicates the transposed matrix. From the previous equation, it can

be evinced that the dimensions of [hm] are 1/m, since the dimensions of [hTx], [hRx],
c0 are m/s and each convolution has the dimension s. It has to be pointed out that

the matrix [hm] includes influences due to mismatches in the hardware equipment,

coupling between the forward and return channels, and residual reflections in the

chamber. Consequently, in order to correctly detect the target impulse response, a

calibration of the system is required, so that the unwanted distortions and coupling

terms between the antennas and also the background reflections can be cancelled.

7.1.1 The Error Cube in the Time Domain

Let consider, at the beginning, the measurement environment of Fig. 7.1. All propaga-

tions effects that are occurring between the transmit antenna and the receive antenna
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are contained in the matrix [hm]. The influence of the antennas is included according

to eq. (7.8). The time domain relationship between a = [ah, av]T and b = [bh, bv]T

can be described by the signal flow error cube for polarimetric antennas which was

introduced in [73] in the frequency domain. Starting from that definition, it is now

extended to the time domain as illustrated in Fig. 7.2. All signal paths are on the edges

or on the diagonals of the cube (see Fig. 7.2(b)). The input and output time domain

waves ah, av, bh and bv are located at the four front corners of the cube, in the so called

Radar plane (see Fig. 7.2(a)). It contains the isolation errors due to the direct antenna

coupling and due to the background chamber reflections (“empty room” reflections).

These terms can be expressed by a matrix [hcoupl] of the form

[hcoupl(t, θ, ψ)] =

[
hhh

coupl(t, θ, ψ) hhv
coupl(t, θ, ψ)

hvh
coupl(t, θ, ψ) hvv

coupl(t, θ, ψ)

]
(7.9)

where h
ij
coupl represents the co-polarized coupling for i = j and the cross-polarized

coupling for i 6= j.

The top plane of the error cube is called horizontal plane, because it contains the

horizontal signal paths. Similarly, the bottom plane, called vertical plane, contains the

vertical signal paths. The influence of the cross-polarization terms hv, vh is represented

by diagonal connections, while edge connections are pure co-polarized terms hh, vv.

The forward and return paths, described by the matrices [hChf] and [hChr], respec-

tively, are located in the sidewalls. The related impulse responses are a function of

the distance between the scatterer and the receive antennas. The desired co-polarized
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7.2 UWB Radar Targets

terms are located on the edges, while the unwanted cross-polarized terms are located

on the diagonals.

Finally, the back wall represents the target plane, where the scatterer’s co-polarized

impulse response components hhh
Sc , hvv

Sc are positioned on the edges and the cross-

polarized impulse response components hhv
Sc , hhv

Sc lie on the diagonals. According to

this signal path description, the measured system impulse response matrix in the time

domain can be written as [73]

[hm] = [hcoupl] +
1

r
[hChr] ∗ [hSc] ∗

1

r
[hChf] (7.10)

where the dependence on the distance r between the target and the antennas (quasi-

monostatic case) is explicitly written. The first term 1/r is the distance dependence

for the return channel and the second term indicates the distance dependence for the

forward channel (see eq. (7.4)) [39]. The dimensions of [hm] are 1/m and since the

channels produce time shifts and have the dimension 1/s, the dimensions of [hSc] are

m/s (the dimension of the convolution is s). [hSc] is defined as the inverse Fourier

transform of the object scattering matrix, as it is in detail described in section 7.2.

Finally, taking into account also the impulse response matrices of the transmit and

of the receive antennas, according to eq. (7.8) the overall time domain input-output

relationship can be written as

[uRx(t)]√
ZRx

=
1

2π
[hRx(t, θRx, ψRx)]

T ∗
{
[hcoupl(t)]+

1

r
[hChr(t)] ∗ [hSc(t, θSc, ψSc)] ∗

1

r
[hChf(t)]

}

∗ [hTx(t, θTx, ψTx)] ∗
1√
ZTx

∂

∂t
[uTx(t)] . (7.11)

Observing the previous equation, it can be inferred that, in order to directly measure

the scatterer’s impulse response, the unknowns in eq. (7.11) have to be determined.

7.2 UWB Radar Targets

In many Radar applications, the aim is to detect a particular target and to classify

it according to information contained in the signal back-scattered by the target itself.

This classification can be performed in the frequency domain or in the time domain.

The quantities to be considered are different in these two cases, and also the resulting

information has different physical meaning. In the following, a characterization of

targets for UWB Radar applications is presented, both in the frequency domain (which

is the usual characterization) and in the time domain.

7.2.1 Frequency Domain Description

Let [Ei] be the field incident on the target and [Es] the scattered field from the target at

a distance r from the target. It is usual to define a polarization scattering matrix [S] for
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the object in the following way [75]

[Es] = [S][Ei ] (7.12)

where S is dimensionless. It has to be pointed out that the matrix [S] depends on

the distance r at which the electric field is recovered. Hence, in order to eliminate the

dependence on the observation range, the polarization scattering matrix is defined as

the Sinclair matrix [76], namely

[Es] =
1√

4πr2
[SSc][Ei]

[
Eh

s

Ev
s

]
=

1√
4πr2

[
Shh

Sc Shv
Sc

Svh
Sc Svv

Sc

] [
Eh

i
Ev

i

]
(7.13)

i.e. it coincides with the previous one in eq. (7.12), divided by the distance r. The

matrix defined in (7.13) contains the same information as the polarization scattering

matrix defined in (7.12) but it is not dependent on the observation range r, i.e. it is

object oriented [75]. The dimensions of [SSc] defined in (7.13) are hence m. Hereafter,

the definition in (7.13) is adopted.

In the frequency domain the scattering behavior of the target is described by its

Radar Cross Section (RCS) [σSc( f )]. The fully polarimetric scattering behavior is ex-

pressed by a 2 × 2 matrix as

[σSc( f )] =

[
σhh

Sc ( f ) σhv
Sc ( f )

σvh
Sc ( f ) σvv

Sc ( f )

]
= 4π[S2

Sc( f )] =

[(
Shh

Sc ( f )
)2 (

Shv
Sc ( f )

)2

(
Svh

Sc ( f )
)2 (

Svv
Sc ( f )

)2

]
(7.14)

where the matrix [SSc( f )] is the polarization scattering matrix of the target defined

in (7.13). Since the scattering matrix coincides with the frequency dependent transfer

function matrix [HSc( f )], it results that [σSc( f )] = 4π[H2
Sc( f )]. The absolute value of

each component |σij
Sc( f )| of the RCS matrix, where ij expresses one particular polari-

metric polarization (i.e. hh, hv, vh, vv), is directly proportional to the squared absolute

value of the transfer function |Hij
Sc( f )|2 of the target and hence it describes the power

distribution in the frequency domain.

7.2.2 Time Domain Description

Let [hSc(t)] denote the impulse response matrix of the scatterer, defined as

[hSc(t)] =

[
hhh

Sc (t) hhv
Sc (t)

hvh
Sc (t) hvv

Sc (t)

]
= IFT {[HSc( f )]}

=

[
IFT

{
Hhh

Sc ( f )
}

IFT
{

Hhv
Sc ( f )

}

IFT
{

Hvh
Sc ( f )

}
IFT

{
Hvv

Sc ( f )
}
]

(7.15)

where IFT denotes the Inverse Fourier Transform.
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From the frequency domain equivalence between the scattering matrix and the trans-

fer function matrix, namely [SSc( f )] = [HSc( f )], it turns out that the time domain

equivalent [σSc(t)] of the frequency domain RCS matrix [σSc( f )] is given by

[σSc(t)] = 4π

[[
IFT

{
Hhh

Sc ( f )
}]2 [

IFT
{

Hhv
Sc ( f )

}]2

[
IFT

{
Hvh

Sc ( f )
}]2 [

IFT
{

Hvv
Sc ( f )

}]2

]

= 4π[h2
Sc(t)] =

[[
hhh

Sc (t)
]2 [

hhv
Sc (t)

]2

[
hvh

Sc (t)
]2 [

hvv
Sc (t)

]2

]
(7.16)

The absolute value of each term σ
ij
Sc(t) is directly proportional to the scatterer’s

power delay profile |hij
Sc(t)|2 and hence it describes the power distribution in the time

domain.

It has to be noticed that, in order to characterize the target completely in the time

domain, it is necessary to know its impulse response matrix. Consequently, a calibra-

tion procedure in the time domain has to be performed. Hence, from this observation

it can be evinced that, directly calibrating the recovered back-scattered signal from a

UWB Radar target allows for directly classifying the target in the time domain.

7.2.3 Time Domain Correlation Properties of UWB Radar Scattered
Signals

As previously introduced, once the impulse responses of a target have been calibrated

for each polarization, it is possible to classify the target itself based on its signature.

Classical methods for classifying targets are based on frequency domain signatures

[41], [77]. In the following, a time domain method is introduced. This method is based

on the correlation of the signal backscattered from the target with a reference template.

Let h
ij
Sc,id be the ideally expected target’s impulse response for the ij polarization and

let h
ij
Sc be the target’s impulse response for the same polarization deconvolved from

a calibrated measurement. According to the theory developed in chapter 2 (ref. to

section 2.3), through the calculation of the fidelity between h
ij
Sc,id and h

ij
Sc it is possible

to determine the amount of distortion between the two impulse responses [78]. This

procedure has to be performed for each polarization component.

Hence, by constructing a database containing the information about the ideally ex-

pected impulse response for each polarization for different targets, by calculating the

fidelity with the measured calibrated impulse response, it is possible to determine the

unknown target.

7.3 Fully Polarimetric UWB Time Domain Radar
Calibration

As previously stated, in order to correctly detect and classify the target, a calibration

of the system shown in Fig. 7.1 is necessary, so that the contributions of the unwanted
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terms in eq. (7.11) like coupling, background reflections, etc. can be cancelled. In

this section, a complete procedure for calibrating the UWB Radar system in the time

domain is presented. The importance of performing this calibration directly in the

time domain lies on the fact that with this procedure it is directly possible to assess

the time domain behavior of the targets and hence to directly classify them according

to their time domain signature. Obtaining the calibrated scatterer’s impulse response

with a procedure directly performed in the time domain permits also to quantify the

distribution of the power in time.

Additionally, in the time domain only few measurements of impulse responses are

required, compared to hundreds of frequency steps in a wideband frequency domain

measurement. Moreover, an additional time gating can be directly performed, which

permits to discern between the wanted and unwanted contributions (coupling, reflec-

tions, . . .) based on their time on arrival.

The first step to recover the scatterer’s impulse response matrix [hSc], starting from

the measured received voltage vector [uRx], consists in deconvolving the transmit and

the receive antennas’ impulse response matrices from eq. (7.11). In the following, the

calibration of the measured environment (Fig. 7.1) is investigated, assuming that the

matrices [hTx] and [hRx] are already known. These matrices can be obtained e.g. with

the measurement procedures described in chapter 4.

7.3.1 Measurement Setup

For a time domain UWB Radar calibration, the data are directly acquired in the time

domain. The measurement system is a quasi-monostatic Radar system. It is composed

of a transmit antenna and a receive antenna, positioned very near to each other. At

the transmitter side a pulse generator creates a baseband UWB pulse, which is fed to

the transmit antenna. At the receiver side, the signal recovered by the receive antenna

is sampled, which is usually performed with a high-speed realtime oscilloscope. A

trigger signal synchronizes both the pulse generator and the oscilloscope. A scatterer

is positioned at a distance r from the two antennas.

7.3.2 Empty Room Calibration

In the typical frequency domain calibration procedure, for the determination of the

coupling and the background reflections, i.e. [hcoupl] in the measured matrix [hm], a

measurement of the empty room is performed. In the time domain this calibration step

is not necessary anymore if time gating is applied, as it is now explained.

In the “empty room” case there is no target and hence [hSc] = [0]. Consequently, the

measured impulse response matrix [hm] results in

[hm] = [hcoupl] +
1

r
[hChr] ∗ [hSc]︸︷︷︸

=[0]

∗1

r
[hChf] = [hcoupl] (7.17)

Hence, the contributions of the “empty room” are given by the matrix [hcoupl] only,

which includes the coupling between the antennas and the background reflections.
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In Fig. 7.3 the signal uh
Rx recovered by the oscilloscope for the hh polarization is

plotted: (top) in the case of the empty room and (bottom) with a scatterer (flat plate).

The delay of about 10 ns for the first high peak is due to the delay introduced by the

connecting cables. In the complete processing algorithm (see section 7.4) this delay is

compensated. From the plot of the measured received signal for the “empty room” in

Fig. 7.3(a) it can be recognized that the recovered signal has a very high peak (approx.

0.015 V) after approx. 12 ns. The high peak is caused by the coupling between the

transmit and the receive antenna. In addition very small peaks at around 40 ns are

visible, which occur due to the reflection from the back wall of the anechoic chamber.

On the other hand, the presence of a scatterer positioned at a distance r from the

antennas produces a peak in the received signal at a time t = r̃/c0 + tA, where r̃ takes

into account also of the length of the connecting cables and tA of the delay introduced

by the antennas. This is shown in Fig. 7.3(b) for a flat plate, hh polarization. It can be

recognized that the high peak caused by the plate can be separated in the time domain

from the direct coupling contribution and from the backwall reflections, i.e. the time of

arrival of the unwanted contributions of the antenna coupling and of the background

reflections are different with respect to the time of arrival of the contribution of the

scatterer. In the following time gating will be applied and hence the empty room

measurement is not necessary anymore in the time domain UWB Radar calibration

procedure.

7.3.3 Channel Calibration

Rewriting eq. (7.10) by expanding the convolution operations, the measured system

response polarimetric components result




h̃hh
m

h̃hv
m

h̃vh
m

h̃vv
m


 =




hhh
Chr ∗ hhh

Chf hhh
Chr ∗ hvh

Chf hhv
Chr ∗ hhh

Chf hhv
Chr ∗ hvh

Chf
hhh

Chr ∗ hhv
Chf hhh

Chr ∗ hvv
Chf hhv

Chr ∗ hhv
Chf hhv

Chr ∗ hvv
Chf

hvh
Chr ∗ hhh

Chf hvh
Chr ∗ hvh

Chf hvv
Chr ∗ hhh

Chf hvv
Chr ∗ hvh

Chf
hvh

Chr ∗ hhv
Chf hvh

Chr ∗ hvv
Chf hvv

Chr ∗ hhv
Chf hvv

Chr ∗ hvv
Chf




︸ ︷︷ ︸
[C]

∗




hhh
Sc

hhv
Sc

hvh
Sc

hvv
Sc


 (7.18)

where h̃
ij
m indicates the time-gated version of h

ij
m, i.e. after the elimination by time

gating of the coupling contribution and of the background reflections, as explained

in the previous section, and the commutativity property of the convolution has been

used.

In order to simplify the notation, let the element in position ij in the previously

defined matrix [C] be indicated as cij. For carrying out the calibration, the terms cij

of the matrix [C] have to be determined. Measurements with reference targets are

needed to determine the 16 unknowns in [C]. In the following a particular procedure
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(a) Measured uh
Rx for the empty room (for hh polarization).
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Figure 7.3: Measured received signal uh
Rx (for hh polarization) without scatterer (a) and with

scatterer (b).
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7 UWB Time Domain Radar Calibration

is presented, based on [73], [75]. It can be observed that not all terms of the matrix [C]
are linearly independent. It can be shown that the entire matrix can be described by 8

elements.

As an example, let consider c41 = hvh
Chr ∗ hhv

Chf. It can be written as

hvh
Chr ∗ hhv

Chf = hvh
Chr ∗ hhh

Chf ∗−1 hhh
Chf︸ ︷︷ ︸

δ

∗ hhh
Chr ∗−1 hhh

Chr︸ ︷︷ ︸
δ

∗hhv
Chf

= hvh
Chr ∗ hhh

Chf ∗ hhh
Chr ∗ hhv

Chf ∗−1 hhh
Chr ∗−1 hhh

Chf

= hvh
Chr ∗ hhh

Chf︸ ︷︷ ︸
c31

∗ hhh
Chr ∗ hhv

Chf︸ ︷︷ ︸
c21

∗−1


hhh

Chr ∗ hhh
Chf︸ ︷︷ ︸

c11


 (7.19)

where the symbol a(t) ∗−1 b(t) indicates the deconvolution between a(t) and b(t) and

the deconvolution property a(t) ∗−1 a(t) = δ(t) has been used (in eq. (7.19) the time-

dependence of the various functions and of δ(t) has been omitted for notation simpli-

fication).

Doing the same procedure for the other matrix elements cij, eq. (7.18) can be simpli-

fied as

[C] =



c11 c34 ∗ c11 ∗−1 c33 c33 ∗ c24 ∗−1 c44 c34 ∗ c24 ∗−1 c44

c21 c22 c21 ∗ c24 ∗−1 c22 c24

c31 c31 ∗ c34 ∗−1 c33 c33 c34

c31 ∗ c21 ∗−1 c11 c31 ∗ c44 ∗−1 c33 c33 ∗ c21 ∗−1 c11 c44


 (7.20)

a

a

b

b

90◦

ϑ

Figure 7.4: Polarimetric calibration targets: flat plate (top) and vertical dihedral with 0◦ offset

(bottom left) and with ϑ offset (bottom right) from the vertical.
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7.3 Fully Polarimetric UWB Time Domain Radar Calibration

7.3.3.1 Choice of the Polarimetric Calibration Targets

It can be shown that under the hypotheses of linear independency between the scatter-

ing matrices of the selected reference targets and reciprocity of each scattering matrix,

the 8 linearly independent unknown parameters cij can be derived using only three

reference targets. Let the polarization scattering matrix of the target n (with n = 1, 2, 3)

be [Sn], as defined in eq. (7.13). Using the reciprocity condition, which means that

Svh
n = Shv

n , it can be written

[Sn] =

[
Shh

n Shv
n

Svh
n Svv

n

]
=
↑

reciprocity

[
Shh

n Shv
n

Shv
n Svv

n

]
. (7.21)

The linear independency of the scattering matrices of the three different reference tar-

gets to be chosen assures that the matrix [S̃] constructed in the following way

[S̃] =




Svv
1 Shh

1 Shv
1

Svv
2 Shh

2 Shv
2

Svv
3 Shh

3 Shv
3


 (7.22)

has full rank, i.e. its determinant is non-zero. The selected set of targets, which satisfies

the given conditions, is the following

Flat Plate: The scattering matrix of a flat plate has only co-polarized components and

they are equal in amplitude and in-phase. The scattering matrix (as defined in eq.

(7.13)) and the related impulse response matrix of a plate (positioned orthogonal

to the transmit antenna, i.e. normal incidence), are given by [76], [79]

[Splate( f )] = |Splate( f )|
[

1 0

0 1

]
b r [hplate(t)] = |hplate(t)|

[
1 0

0 1

]
(7.23)

where hplate(t) is the inverse Fourier transform of Splate( f ). According to [76],

Splate( f ) can be analytically calculated as (at normal incidence)

Splate( f ) = 2
√

πAplate
f

c0
(7.24)

where Aplate = a · b (ref. to Fig. 7.4) is the area of the plate in squared meters. The

dimensions of Splate are m and hence the dimension of hplate are m/s, as already

previously derived in eq. (7.8) and (7.10).

Dihedral corner reflector, offset 0◦: The dihedral reflector, vertically positioned, i.e.

with an offset of 0◦ with respect to the vertical, has only co-polarized components,

which are equal in amplitude but out-of-phase. The scattering matrix and the

related impulse response matrix are given by

[SDi,0◦( f )] = |SDi,0◦( f )|
[

1 0

0 −1

]
b r [hDi,0◦(t)] = |hDi,0◦(t)|

[
1 0

0 −1

]
(7.25)

139



7 UWB Time Domain Radar Calibration

with hDi,0◦(t) being the inverse Fourier transform of SDi,0◦( f ). According to [76],

for a vertically positioned dihedral corner reflector with the incident ray path

perpendicular to the dihedral fold line, it is obtained

SDi,0◦( f ) = 4
√

πab sin
(π

4

) f

c0
(7.26)

where a and b are the dimensions of the dihedral reflector (see Fig. 7.4).

Dihedral corner reflector, offset 45◦: The dihedral reflector, positioned with an offset

of ϑ = 45◦ with respect to the vertical, has only cross-polarized components,

which are equal in amplitude and in-phase. The scattering matrix is related to the

one in the case of zero-offset from the vertical and the general solution dependent

on the offset angle ϑ is [76]

[SDi,ϑ( f )] = |SDi,0◦( f )|
[− cos (2ϑ) sin (2ϑ)

sin (2ϑ) cos (2ϑ)

]
(7.27)

For ϑ = 45◦, the scattering matrix and the related impulse response matrix are

hence given by

[SDi,45◦( f )] = |SDi,0◦( f )|
[

0 1

1 0

]
b r [hDi,45◦(t)] = |hDi,0◦(t)|

[
0 1

1 0

]
(7.28)

with SDi,0◦( f ) = SDi,45◦( f ) and hDi,45◦(t) is the inverse Fourier transform of

SDi,45◦( f ).

7.3.3.2 Channel Calibration Procedure

Once the three reference targets satisfying the two stated conditions (linear indepen-

dence of the scattering matrices and reciprocity) have been selected, three fully polari-

metric measurements, one per target, have to be performed. Taking into account the

reciprocity condition, eq. (7.18) can be rewritten after the measurement of target n as




h̃hh
m,n

h̃hv
m,n

h̃vh
m,n

h̃vv
m,n


 =




c11 ∗ hhh
Sc,n c12 ∗ hhv

Sc,n c13 ∗ hvh
Sc,n c14 ∗ hvv

Sc,n

c21 ∗ hhh
Sc,n c22 ∗ hhv

Sc,n c23 ∗ hvh
Sc,n c24 ∗ hvv

Sc,n

c31 ∗ hhh
Sc,n c32 ∗ hhv

Sc,n c33 ∗ hvh
Sc,n c34 ∗ hvv

Sc,n

c41 ∗ hhh
Sc,n c42 ∗ hhv

Sc,n c43 ∗ hvh
Sc,n c44 ∗ hvv

Sc,n




=




c11 ∗ hhh
Sc,n (c12 + c13) ∗ hhv

Sc,n c14 ∗ hvv
Sc,n

c21 ∗ hhh
Sc,n (c22 + c23) ∗ hhv

Sc,n c24 ∗ hvv
Sc,n

c31 ∗ hhh
Sc,n (c32 + c33) ∗ hhv

Sc,n c34 ∗ hvv
Sc,n

c41 ∗ hvv
Sc,n (c42 + c43) ∗ hhv

Sc,n c44 ∗ hvv
Sc,n




=




c11 (c12 + c13) c14

c21 (c22 + c23) c24

c31 (c32 + c33) c34

c41 (c42 + c43) c44




︸ ︷︷ ︸
[C̃]

∗




hhh
Sc,n

hhv
Sc,n

hvv
Sc,n


 (7.29)
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7.3 Fully Polarimetric UWB Time Domain Radar Calibration

where the terms h̃
ij
m,n are the time-gated versions of h

ij
m,n, as previously explained.

Based on reciprocity, it is possible to reduce the 4 × 4 matrix [C] of eq. (7.18) to a 4 × 3

matrix [C̃], whose first and last column corresponds to the first and the last column of

[C]; the second column is given by the terms c̃i2 = ci2 + ci3, i.e. it is a linear combination

of the second and third columns of [C].
The equations of (7.29) are resolved for each target. The procedure is now illustrated

for the hh component, being analog for the other components (hv, vh, vv). Taking the

measured hh term for each target gives



h̃hh
m,1

h̃hh
m,2

h̃hh
m,3


 =




hhh
Sc,1 hhv

Sc,1 hvv
Sc,1

hhh
Sc,2 hhv

Sc,2 hvv
Sc,2

hhh
Sc,3 hhv

Sc,3 hvv
Sc,3


 ∗




c11

c̃12

c14


 =




hplate 0 hplate

hDi,0◦ 0 −hDi,0◦

0 hDi,45◦ 0


 ∗




c11

c̃12

c14


 (7.30)

where the impulse response parameters of the selected targets are used.

Analyzing the previous system of equations, by convolving the term hplate with the

second row and deconvolving the term hDi,0◦ from the same row and then adding the

modified second row to the first one, it results

h̃hh
m,1 + hplate ∗ hDi,0◦ ∗−1 h̃hh

m,2 = hplate ∗ c11 + hplate ∗ hDi,0◦ ∗−1 hDi,0◦︸ ︷︷ ︸
δ

∗c14

+ hplate ∗ hDi,0◦ ∗−1 hDi,0◦︸ ︷︷ ︸
δ

∗c11

− hplate ∗ hDi,0◦ ∗−1 hDi,0◦︸ ︷︷ ︸
δ

∗c14

= 2hplate ∗ c11 (7.31)

where the symbol ∗−1 indicates the deconvolution operator and the time dependence

of the various functions and of δ(t) has been neglected for notation simplification.

Since hplate can be analytically calculated (ref. to eq. (7.24)), through the deconvolu-

tion of hplate from the previous equation, the parameter c11 can be obtained, namely

c11 =
1

2
hplate ∗−1

(
h̃hh

m,1 + hplate ∗ hDi,0◦ ∗−1 h̃hh
m,2

)
(7.32)

Analogously, the other terms cj1, j = 2, 3, can be derived. The term c41 is obtained

according to the relation in eq. (7.20).

By rewriting eq. (7.30) for the hv measurements, namely



h̃hv
m,1

h̃hv
m,2

h̃hv
m,3


 =




hplate 0 hplate

hDi,0◦ 0 −hDi,0◦

0 hDi,45◦ 0


 ∗




c21

c̃22

c24


 (7.33)

it can be recognized that the term c24 can be obtained by deconvolving hplate and

convolving hDi,0◦ to the second row and then subtracting the modified second row

from the first one. It results

c24 =
1

2
hDi,0◦ ∗−1

(
h̃hv

m,1 − hplate ∗−1 hDi,0◦ ∗ h̃hv
m,2

)
(7.34)
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7 UWB Time Domain Radar Calibration

Analogously for c34 and c44.

The terms c̃k2, with k = 1, 2, 3, 4 are obtained from the deconvolution of hDi,45◦ from

h̃
ij
m,2.

Furthermore, in order to determine c43, let consider the following identity, derived

from (7.18) and from the definition of c43

c43 = hvh
Chr ∗ hvv

Chf

= hvv
Chr ∗ hvv

Chf︸ ︷︷ ︸
c44

∗ hvh
Chr ∗ hhv

Chr︸ ︷︷ ︸
c41

∗−1
(

hvv
Chr ∗ hhv

Chr︸ ︷︷ ︸
c42

)
(7.35)

Being c42 = c̃42 − c43, it results

c43 = c44 ∗ c41 ∗−1 (c̃42 − c43) (7.36)

From (7.33), it results that

c̃42 = h̃vv
m,3 ∗−1 hDi,45◦ . (7.37)

By reorganizing the terms of equation (7.35) and using (7.37), it is obtained

c43 = c44 ∗ c41 ∗−1 c̃42 ∗ (c44 ∗ c41 − δ)

= c44 ∗ c41 ∗−1 h̃vv
m,2 ∗−1 hDi,45◦ ∗ (c44 ∗ c41 − δ) . (7.38)

Similarly the other parameters c2j and c3j, j = 1, 2, 3 can be obtained.

7.3.4 Antenna Calibration

In order to complete the calibration in the time domain, the influence of the transmit

and of the receive antennas has to be eliminated. For this purpose the impulse response

matrices of the transmit antenna [hTx] and of the receive antenna [hRx] have to be

determined. This can be done by the two antennas method, as described in chapter 4

(ref. to section 4.1.1.1). With the knowledge of these two matrices, by using eq. (7.11),

the terms in [hTx] and [hRx] are deconvolved from the measured data.

7.4 Verification

In order to validate the proposed time domain calibration for UWB Radar, measure-

ments have been performed.

In this section the system configuration for the verification measurements is pre-

sented. Fig. 7.5 shows both a block scheme and a photo of the laboratory facilities

during the measurement campaign.

At the transmitter side the system setup is composed of a pulse generator (Pico

Second Pulse Lab PSPL 3600), whose output signal uTx feeds the h or the v polari-

zation of the transmit antenna. The signal uTx has already been shown in Fig. 6.4.

The pulse generator is triggered by a rectangular signal generator (Tektronix, 2 GHz

Function/Arbitrary Waveform Generator).
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7.4 Verification

At the receiver side the system is composed by the receive antenna and an oscillo-

scope (Agilent Infinium DCA, 40 GSa/s, dynamic range of 12 bit, 12 GHz bandwidth)

that samples the recovered signal uRx in a single-slot real time acquisition. The os-

cilloscope is synchronized to the pulse generator by the trigger signal. The system is

controlled via a laptop, which permits data acquisition. The signal to noise ratio of the

recorded signal uRx is improved by averaging on 128 measurements. This permits to

decrease the statistical errors [73]. The data are acquired for a time duration of 50 ns,

recovering 2001 points per measurement.

The transmit and the receive antennas are two identical ridged horn antennas (Model

6100), as already used for the measurements in chapter 6. Their frequency domain

behavior (transfer function) has been shown in Fig. 6.16. The considered configuration

is a quasi-monostatic case.

The measurements have been taken in an anechoic chamber in order to minimize

the reflections from the surrounding. A target object has been placed in the anechoic

chamber at a distance of 2.9 m from the two antennas at the same height and in the

main radiation direction.

For each target object 4 measurements have been performed: 2 co- and 2 cross-

polarization measurements. In the calibration procedure time-gating has been applied

for eliminating the antenna coupling and the background reflections. Moreover, for

comparison, also the “empty room” has been measured (4 measurements: 2 for the co-

and 2 for the cross-polarization).

uTx(t) uRx(t)

tt

R

data acquisition

pulse

trigger

generator
oscillo-
scope

anechoic chamber

Tx

Rx

Scatterer

Figure 7.5: Measurement scenario for verification in the time domain.

7.4.1 Calibration Targets

In the following, the selected calibration targets and their measurement results are

reported.

Flat Plate: The first selected calibration target is a flat plate with dimensions 17.5 ×
17.5 cm2. The measured plate impulse responses for the four different polariza-

tion components are shown in Fig. 7.6, after the deconvolution of the influence
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7 UWB Time Domain Radar Calibration

of the antennas, of the connecting cables and of the transmit pulse’s derivative.

The deconvolution has been performed using the Wiener deconvolution method,

which is described in the Appendix, where also the choice of this method has

been explained.
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Figure 7.6: Measured hSc(t) for the flat plate for the different polarization components.

Dihedral corner reflector, offset 0◦: The second calibration target is a dihedral cor-

ner reflector with 0◦ offset from the vertical. It has been positioned with the

incident ray path perpendicular to its fold line. The dimensions of the used di-

hedral (which is symmetrical with respect to the fold line) are 17.5× 17.5 cm2. In

Fig. 7.7 the measured plate impulse responses for the four different polarization

components are shown.

Dihedral corner reflector, offset 45◦: The same dihedral corner reflector as above has

been positioned with an offset of 45◦ with respect to the vertical. The measured

plate impulse responses for the four different polarization components are shown

in Fig. 7.8.
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Figure 7.7: Measured hSc(t) for the vertical dihedral with 0◦ offset from the vertical for the

different polarization components.
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Figure 7.8: Measured hSc(t) for the vertical dihedral with 45◦ offset from the vertical for the

different polarization components.
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7.5 Conclusion

7.4.2 Example of Calibration

The calibration procedure described in section 7.3 has been applied to the measure-

ment results of the scattering from a conducting cylinder (hight 18.5 cm, diameter

6 cm), vertically positioned, in order to investigate the possible improvement of the

measurement results after the calibration has been performed. The target has been

positioned in the anechoic chamber at the same distance as the reference targets. The

measured co-polarized (vv) and cross-polarized (vh) impulse responses before and after

the calibration procedure are plotted in Fig. 7.9 and 7.10, respectively. The peak arrives

after 19.4 ns, which corresponds to a distance of 2r = 5.8 m and hence r = 2.9 m. As

it can be seen from comparison of Fig. 7.10(a) and 7.10(b), the calibration permits to

drastically decrease the cross-polarized measured impulse response, which would be

zero for the cylinder.

A database with the impulse responses (for each polarization component) of different

targets (sphere with 30 cm diameter, flat plate, vertical dihedral 0◦, vertical dihedral 45◦

offset and vertical cylinder) has been constructed. Comparing, for each polarization,

the measured calibrated impulse response of the target with the database, as explained

in section 7.2.3, the results for the correlation and the peak have been calculated. From

this comparison, it is possible to conclude that the measured object is the cylinder.

7.5 Conclusion

In this chapter the UWB Radar link in the time domain has been fully polarimetric

mathematically described introducing a time domain version of the error-cube, previ-

ously defined only in the frequency domain. It has been seen that, in order to cor-

rectly determine the polarization components of the impulse response of a target, a

calibration procedure is necessary. In the chapter a novel calibration procedure for

UWB Radar has been introduced. This procedure is entirely performed in the time

domain. Performing all the calibration operations in the time domain has significant

advantages with respect to classical frequency domain methods. First of all, for each

calibration target, only 4 measurements are necessary (2 for the co- and 2 for the cross-

polarization) instead of the hundreds of steps at different frequencies in the frequency

domain. Moreover, the calculation of the “empty room” is not necessary anymore,

since time-gating can be performed, exploiting the different time of arrival of the back-

ground reflections, of the antenna coupling and of the signal backscattered from the

target. By an example measurement with a cylinder it has been shown that the pro-

posed calibration method significantly improves the measurement results. It has also

be shown that the UWB impulse Radar calibration in the time domain also allows to

perform polarimetric UWB target classification directly in the time domain.
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Ultra Wideband technology, thanks to its huge bandwidth, offers several advantages

with respect to classical narrowband wireless technology, among them the transmis-

sion of high data rate, high resolution for Radar and localization, etc. Because of its

advantages, in recent times many devices (filters, antennas, . . .) for UWB applications

have been developed. Consequently, a complete analysis not only of the UWB devices

themselves taken separately, but also an investigation of the UWB radio and Radar

link is necessary, in order to assess and optimize the performance of a complete UWB

system.

In this thesis a performance study composed of two different stages has been per-

formed. In the first stage the single UWB components (filters, antennas integrated with

filters) have been separately investigated, in order to assess their time domain behav-

ior and dispersiveness. In the second stage the single elements, previously separately

investigated, have been analyzed from a system point of view, performing an analysis

of the UWB radio link and of the UWB Radar link.

UWB devices are usually described through an investigation, which is conducted

in the frequency domain. However, this analysis does not permit to directly assess

the distortion and the dispersiveness caused by the device on the transmitted signal.

Hence, in this thesis, a complete analysis of UWB components (such as filters, anten-

nas, and the integration of filters and antennas) has been performed, which takes into

account not only the frequency domain behavior but also conducts an investigation in

the time domain, which permits to have a clearer insight into the distortion and the

dispersiveness in the time domain due to the non-ideal behavior of the device itself.

Together with the time domain analysis of the different components, also a correlation

analysis has been introduced, in order to quantify the amount of distortion introduced

on the signal by the device. These two analyses complement each other and permit

to describe the time domain behavior of the component and its influence on the sig-

nal through few parameters. Differently from the frequency domain characterization,

where the commonly used parameters are frequency dependent, these time domain

parameters are single numbers, which have a direct relation to the pulse preserving

capability and dispersiveness of the device. The mathematical background of these

two analysis methods has been given in chapter 2.

The first UWB components investigated with both the time domain analysis and the

correlation analysis in the time domain have been UWB filters (ref. to chapter 3). Using

a statistical approach, it has been possible to quantify the impact of the filter frequency

domain non-idealities (non-flat filter frequency mask and non-constant filter group

delay time) on the time domain behavior. It has been seen that there exist bounds on

the standard deviations of the passband filter mask and of the filter group delay time,
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which, if respected, permit to have only negligible distortion of the output signal with

respect to the case of an ideal filter. In such a case, the decrement of the peak value

and the increment of the ringing duration and of the full width at half maximum of

the impulse response of a filter are negligible with respect to the impulse response of

an ideal filter. Moreover, in order to assess the particular characteristics of different

hardware realizations of UWB filters, different filter typologies (such as resonator stub

filters, CPW filters, etc.) have been investigated both in the frequency domain and

in the time domain. From the obtained results it has been seen that resonator stubs

filters are affected from energy storage due to their resonant structure, which worsens

their behavior (long ringing duration, high FWHM, low peak value) with respect to

structures realized without resonator stubs. It has been seen that using an integration

of lowpass and highpass sections based on microstrip-to-slotline transitions permits

to decrease the occupied dimensions but suffers from the imperfect matching of the

transition and of the reduced highpass behavior of the transitions.

After UWB filters have been investigated, they have also been integrated into an-

tennas and the behavior of such an integrated device has been analyzed, both in the

frequency domain and in the time domain (ref. to chapter 4). It has been seen that two

different kinds of integration between antennas and filters are possible: the filter can

be integrated in the antenna radiating element or in the antenna ground plane/feeding

line. From simulation results and through measurements from fabricated prototypes it

has been observed that the integration of a filter in the antenna ground plane/feeding

line has a better performance with respect to the integration in the antenna radiating

element.

Once the single components have been separately investigated, also an analysis

firstly of the UWB radio link (ref. to chapter 5) and secondly of the UWB Radar link

(ref. to chapter 7) has been performed from a system point of view. In the UWB ra-

dio system link analysis the signal at the receiver has been regarded in order to find

criteria that permit to assess the quality of the UWB link from the perspective of the

receiver including the non-ideal system behavior (taking into account in particular the

non-idealities of the antennas). This approach has lead to the definition of two quality

criteria which permit to quantify the worsening of the signal to noise ratio of a UWB

radio link due to the non-ideal behavior of the antennas. These criteria allow for the

determination of the spatial region where an antenna radiates strong signals, which

are lowly distorted with respect to the signal radiated in the main beam direction. This

has been done by evaluating the SNR at the receiver side in the case of a correlation

receiver. It has been found out that the SNR is directly influenced by the angular-

dependent behavior of the antennas. Hence, it has been seen that in order to quantify

the variation of the SNR due to the antenna angular dependence, it is necessary to

have a measure for quantifying this angular dependence. Through the analysis of the

fidelity properties of UWB antennas it has been possible to determine the distortion

that the transmitted signal suffers in the different angular directions with respect to

the main beam direction in the time domain due to the non-ideal antenna behavior.

Moreover, it has been seen that, in order to guarantee high SNR at the receiver, also

the antenna impulse response has to present an high peak value, which has resulted in
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the definition of a joint criterion including both fidelity and peak value. The developed

criteria have been investigated for two typical UWB antennas, resulting in the obser-

vation that both antennas provide differently shaped spatial areas of considerable size

with good radiation characteristics.

Once the characterization of the non-idealities of the system has been investigated,

strategies have been introduced in order to compensate for the spectral non-idealities

of the single UWB components (antennas, pulse generator, etc.), (ref. to chapter 6). It

has been seen that an optimization of the system performance, in terms of matching

and fulfillment of the required mask, can be obtained by introducing a particular filter

structure, which has both to select the required frequency interval and to pre-distort

the signal in order to compensate for the spectral non-idealities. The required “shaping

filter” transfer function has been mathematically derived and different prototypes have

been developed, fabricated and tested. From measurement results it has been proven

that with the usage of this particular filter design approach the transmit signal fits

optimally to the given mask.

Together with the UWB radio link also the UWB Radar link has been analyzed from

a system point of view, with a description entirely conducted in the time domain in-

cluding a fully polarimetric measurement calibration procedure. It has been seen that

a calibration in the UWB case is easier conducted in the time domain instead of in

the frequency domain. In that case, only few measurement operations are required

(2 co- and 2 cross-polarization measurements), compared to the usually hundreds of

measurement steps in the frequency domain. Moreover, it has been found out that

the “empty room” calibration is not necessary anymore since time gating can be easily

applied. The calibration of an example measurement result has proven the operabi-

lity of the proposed time domain calibration procedure and shown that it allows for

drastically improving the results.

Concluding, this thesis has presented a complete investigation of both single UWB

components as well as the UWB radio link and the UWB Radar link in the time domain.

From the performed analysis it has been possible to assess the impact on the time

domain behavior of the non-ideal characteristics of UWB devices both from a single

device point of view and from a system point of view. Many quality criteria have been

introduced to quantify the non-ideality of the single UWB devices and of the complete

system in the time domain. The introduced criteria are easy to measure and have been

verified through measurement results from prototypes. Also correction strategies have

been introduced to compensate for the spectral non-idealities of UWB components.

With all these strategies the system performance of Ultra Wideband systems can be

drastically improved.
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A.1 Practical recovery of time domain data from
frequency domain data

Typical measurement equipment (e.g. vector network analyzer) operates in the fre-

quency domain. The procedure for obtaining the impulse response includes the trans-

formation of the data measured in the frequency domain to the time domain. Since it

is only possible to recover samples of signals with a discrete frequency resolution, the

time domain data are obtained via the Inverse Discrete Fourier Transform (IDFT) [81],

[82], [83].

Let fL and fH be the start and stop frequencies of the measured frequency interval

and N the number of points which are recovered, hence the measured bandwidth is

B = fH − fL and the frequency domain resolution is ∆ f = B/N. With a vector network

analyzer a discrete version of the transfer function is measured, which is a sampled

version with frequency resolution ∆ f . Hence, the impulse response can be recovered

via IDFT. In this procedure the frequency range from 0 to fL has to be filled with zeros.

Firstly, the analytic transfer function H+( f ) has to be constructed, according to eq. (2.4)

and then applying to it the IDFT. The discrete impulse response results in [45]

h(k∆t) = ℜ
[

Ñ−1

∑
n=0

H+(n∆ f ) · exp

[
j
2π

Ñ
kn

]]
(A.1)

where Ñ is the number of points with the zero padding in the frequency range 0, . . . , fL.

The zero padding results in an interpolation. The time domain resolution is given by

the measured bandwidth ∆t = 1/B. In order to increase the interpolation and the time

domain accuracy, an additional zero padding can be added at the end of the measured

data in the frequency domain.

A.2 Practical recovery of frequency domain data from
time domain data

In oder to obtain the frequency domain data from data s(t) acquired in the time domain

the Discrete Fourier Transform (DFT) is used. In order to correctly transform the data

in the frequency domain, firstly the analytic signal s+(t) has been calculated applying

the Hilbert Transform H, namely [45]

s+(t) = s(t) + H[s(t)] = s(t) + j
∫ +∞

−∞
s(t′)

1

π(t − t′)
dt′ (A.2)
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This permits to obtain the complex time domain data starting from the measured data,

which are real. Moreover, the respective Fourier transform is non zero only at posi-

tive frequencies. Then, the DFT is applied. Letting ∆t be the time spacing of the ac-

quired data and N the number of recorded points, the respective sampling frequency is

Fs = 1/∆t and the frequency spacing is ∆ f = Fs/N. Hence, in the frequency domain,

the obtained signal is

S(k∆ f ) =
1

∆t

N−1

∑
n=0

s+(n∆t) · exp

[
−j

2π

N
kn

]
. (A.3)

What is obtained, is the analytic signal S+( f ) in the frequency domain, which is related

to actual signal spectrum as

S+( f ) =





2S( f ) f > 0

S( f ) f = 0

0 f < 0

(A.4)

The signal spectrum is hence obtained as S( f ) = S+( f )/2, for f = k∆ f .

A.3 Model for a random Gaussian process

A random Gaussian process Ξ is characterized by three parameters [84], [85]

mean value µ it represents the mean value of the i-th realization ξi of the process;

standard deviation σ it represents the standard deviation of the i-th realization ξi of

the process;

correlation separation ∆corr it indicates the rate of variation of the process.

In Fig. A.1 three different realizations of a random Gaussian profile with the parame-

ters µ = 0, σ = 1 and different values of ∆corr are illustrated.

A.3.1 On the correlation frequency separation

Different values of the parameter ∆ fcorr, which gives the rate of the variation of the

process with frequency, have been investigated for the EU UWB case.

A lower value of ∆ fcorr means that the rate of variation of the ripple in the passband

filter mask and of the GDT is higher. In that case, from simulations it has be seen

that the influence of the GDT remains approximately the same for all investigated

parameters.

On the other hand, the ringing is slightly influenced by a smaller ∆ fcorr in the ripple

of the passband filter mask. The effect of a smaller ∆ fcorr is to lower the curves in

Fig. 3.6-3.8 with respect to the vertical axis, i.e. a lower level of σA results in a higher

level of ripple with respect to a higher value of ∆ fcorr. However, this variation is small

compared to the selected value ∆ fcorr = 0.2 GHz.
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A.4 Deconvolution of time domain data

A higher value of ∆ fcorr means that the rate of the variation of the ripples is lower. In

that case the graphs show large areas where a quasi-ideal filter behavior is preserved,

but this is not observed from measurement results. This because a higher ∆ fcorr means

that in the frequency interval of interest the GDT is almost constant and the filter mask

nearly flat, as it is possible to see in Fig. A.2, where various ripples are plotted for

∆ fcorr = 0.5 GHz.

From these observations and from measurement results it can be concluded that a

good approximation of the rate of variation of the ripples in the passband mask and

GDT for the EU UWB case can be obtained setting ∆ fcorr = 0.2 GHz.
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Figure A.1: Different realizations of a Gaussian process with µ = 0, σ = 1 and various values

of ∆ fcorr.

A.4 Deconvolution of time domain data

Letting y(t) = h(t) ∗ x(t), the simplest way to obtain x(t) with the knowledge of y(t)
and h(t) is applying the Fourier transform identity

y(t) = h(t) ∗ x(t) b r Y( f ) = H( f ) · X( f ) (A.5)

and then dividing Y( f ) by H( f ), namely

x(t) = y(t) ∗−1 h(t) b r X( f ) =
Y( f )

H( f )
. (A.6)

However, since measured data are affected by noise, at frequencies with low signal to

noise ratio the noise level is increased through the division operation and hence the

obtained x̃(t) is different from x(t).
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Figure A.2: Calculated ringing value τr for r = 0.1 and ∆ fcorr = 0.5 GHz.

In literature different methods for solving the deconvolution problem are described

[86], [87]. Authors have proposed methods based on the singular value decomposition

(SVD) matrix factorization for obtaining Radar data in the time domain. Although this

method has good performance, the drawback is the time required for the calculation of

the matrices of the SVD when the number of the acquired data increases. Other authors

have proposed to use a lowpass filter to reduce the noise level at high frequencies,

where the division operation increases the noise level itself. The drawback of this

method is the definition of the filter parameters.

In this thesis, a particular method has been used to deconvolve time domain data,

the Wiener deconvolution.

+

x(t) y(t)
h(t)

n(t)

w(t)
x̂(t)

Figure A.3: Application of the Wiener deconvolution for obtaining an estimate of the input

signal of a linear system

A.4.1 Wiener deconvolution

Given the linear system model shown in Fig. A.3, the Wiener deconvolution method

permits to obtain an estimate x̂(t) of the unknown imput signal x(t) with the know-

ledge of the system output y(t), of the system impulse response h(t) and of the noise
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level [88]. The Wiener deconvolution method permits to minimize the mean square

error between the estimate x̂(t) and the signal x(t). The method introduces a function

w(t), the definition of which in the frequency domain is [88]

W( f ) =
H( f )∗X( f )

|H( f )|2X( f ) + N( f )
=

1

H( f )

|H( f )|2
|H( f )|2 + N( f )/S( f )︸ ︷︷ ︸

1/SNR( f )

(A.7)

where H( f ) is the Fourier transform of h(t), X( f ) is the spectrum of x(t) and N( f )
the spectrum of the noise n(t). The second equality has been obtained dividing both

nominator and denominator by X( f ). The term SNR( f ) = X( f )/N( f ) is the signal to

noise ratio of the measurement.

Hence, the estimate of x(t) is then obtained as

x̂(t) = w(t) ∗ y(t) . (A.8)

For practical deconvolution processing of the measurement results the SNR has been

estimated through the knowledge of the noise of the instrumentation and the power of

y(t).
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Ultra Wideband (UWB) is a powerful wireless technique, 
which allows for extremely high data rates in communica-
tions and fi ne resolution in Radar applications. The ultra wide 
bandwidth sets completely new challenges regarding compo-
nent and design systems. For the characterization and analy-
sis of the behavior of the UWB components and systems, new 
description methodologies and performance criteria have to 
be developed. 

In this work new methods and criteria for the investigation of 
UWB components and systems are introduced. The treatment 
is rather in the time domain than in the frequency domain. 
The applied methods and criteria permit to have a deeper 
insight into the component characteristics like signal distor-
tion, ringing and dispersion, introduced by the non-ideal be-
havior of the components themselves over the wide frequen-
cy band. The developed criteria and analysis are the basis for 
introducing correction and optimization strategies for the 
features of the Ultra Wideband components, subsystems and 
systems, compensating for their non-idealities. Only by this 
the full features of UWB can be experienced.
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