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Abstract Societies depend on the unrestricted availability of
their infrastructures. Events such as (natural) disasters, emer-
gencies, or even attacks, could threaten their safety and security.
Indoors models provide relevant information that could help in
this regard. Their floorplans contain key information such as
their location, design, and layout. The architecture, engineering,
and construction (AEC) community work together to create the
respective indoor models within the Building Information Mod-
elling (BIM) framework. BIM modelling has recently gotten the
attention in the computer vision domain. The 1st international
Scan-to-BIM challenge, organised within the CVPR 2021 confer-
ence, helped to establish research interest and common goals
between the AEC and computer vision community. In this pa-
per, we introduce a method to estimate floorplans from 3D point
cloud data by using the Scan-to-BIM dataset. Our work has been
developed by using image processing techniques. It does not aim
to replace state-of-the-art approaches, which are more elaborate
and robust. Instead, it constitutes a non CPU intensive alterna-
tive that fairly estimates floorplans for the Scan-to-BIM dataset.

Keywords Floorplan estimation, 3D point clouds, Scan-to-BIM,
data and image processing
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1 Introduction

Modern societies depend on the unrestricted availability of their
critical infrastructures [1], where buildings constitute main terrestrial
infrastructures. They impact our quality of life in many of the same
ways as other infrastructures. To protect them from dangers is
essential for prosperity and social stability. Events such as (natural)
disasters, emergencies, or even attacks, could threaten their safety and
security [2]. Therefore, it is important to gather detailed information as
well as to provide indoor models [3]. The Institutes for the Protection
of Terrestrial and Maritime Infrastructures, subscribed to the German
Aerospace Center (DLR), are dedicated to develop concepts and
technologies to help to improve the safety and security of critical
maritime and terrestrial infrastructures.

The floorplan of buildings becomes a relevant representation of
their interiors. In the architecture, engineering, and construction
(AEC) community, it is standard that such models are done manually,
being prone to human errors. Additionally, due to renovation and
maintenance, floorplans are often outdated. Moreover, there are other
cases, where the floorplans do not even exist [4]. In recent years, with
3D point cloud scanning and technologies such as building informa-
tion model (BIM), the modelling has become a common practice [3].
Although it still encounters computational challenges such as data
diversity, accurate geometry, large-scale input, etc. [5], it is currently
an active area of research.

Computer vision has already made progress in the detection of walls
from buildings [6]. Deep learning has shown promising potential in
object detection [7] or in room layout reconstruction tasks such as seg-
mentation and parsing geometry [8-12]. Deep neuronal networks have
also been applied to floorplan reconstruction [13-15] (see Section 2).

In this paper, we propose an automatic and light alternative to esti-
mate the 2D floorplan from 3D point cloud data by implementing an
image processing approach. This work is structured as follows. Sec-
tion 2 reviews relevant literature. Section 3 describes the methodology
adopted in this work. The results are presented in Section 4 and dis-
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cussed in Section 5. The conclusion is presented in Section 6.

2 Relevant works

Computer vision and deep learning tasks have made an effort to
reconstruct indoor floorplan environments. In computer vision, some
representative works are for instance [14] and [16]. The authors
generate the 2D floorplan by using line detection algorithms such as
CANNY [17] and RANSAC [18]. In the latter case, the output model
is provided within the BIM format. It is important to note, however,
that first the reconstruction is only based on walls, i.e. excluding
information such as doors and stairs. Second, the reconstruction
follows the Manhattan-layout assumption, i.e. the orientation of the
floorplan can only be horizontal or vertical.

In deep learning, Floor-Net [13] and FloorPP-Net [15] are represen-
tative frameworks to reconstruct floorplans from 3D point clouds. By
using the Scan-to-BIM dataset [19], FloorPP-Net converts it into point
pillars. Then the network learns to predict the corners and the edges,
generating the desired floorplan output model. Again the final model
is only based on walls. Computer vision and deep learning ap-
proaches are currently working to include the information of doors
and stairs in their future models. However, due to class imbalance (i.e.
data(wall) > data(door) or data(stair)), this aim is a relatively difficult
to accomplish. Besides, due to data pre-processing and algorithm im-
plementation (line detection for computer vision or neuronal networks
for deep learning), these frameworks could take up to several minutes
to compute (~5 minutes) and require special graphical processing unit
(GPU); making them computing time intensive.

3 Methodology

3.1 Dataset

In this paper, we introduce a method to estimate floorplans from 3D
point cloud data by using the Scan-to-BIM dataset. The dataset has
been obtained from the 1% International Scan-to-BIM Challenge [19]. Tt
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was published at the workshop Computer Vision in the Built Environment
(CVBE) as part of the Computer Vision Pattern Recognition (CVPR) con-
ference in 2021 [20]°. The dataset includes a wide variety of construc-
tions such as libraries, office labs, short-, medium- and large-offices as
well as parking sites. The sample contains a total of 31 buildings with
multiple floors each and dozens of rooms on each floor. For 20 build-
ings it also contains floorplan ground truths. The labels range from
wall, door, stair, etc.

3.2 Framework
The methodology developed in this work is based on image processing
techniques. The framework is implemented in two-stages.

Algorithm 1

The first-stage consists of the construction of a 2D histogram where
all data-points are projected to the x — y plane with the bin size as
parameter (bins). The histogram returns the x and y edges of the grid
(. Xedges and Yegges) as well as the number of data points per the
bi-dimensional bin (H) computed in log-scale.

Algorithm 2

The second-stage computes the floorplan estimation in the following
way:
1. The consideration of the output of Xjges, Yedges, and H computed
in the first-stage.

2. The values are normalised with respect to the bin-size to make
our method independent of the dimension of the input point
cloud.

3 The CVPR 2022 hosted the 2" version of the CVBE-workshop, where the same dataset
has been made available.
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3. The ground truth, provided for 20 buildings by the Scan-to-BIM
dataset, supply the annotation of the labels by segments. A seg-
ment is defined by two coordinates; i.e. (x1,y1) and (x2,y2). For
each segment, the class-category (e.g., wall) is assigned to bins
which distance to that segment is smaller than a Criterion (Crit)
and if the content of that bin, namely H, is larger than the thresh-
old (Thr).

The proposed methodology has been applied to several cases. The
numeric values of the parameters are: bins = 1000, Crit = 25, and
Thr > 0. The parameters have been selected after a grid search. They
optimise our results without incurring in over-fitting.

3.3 Metrics

We aim to evaluate the position and length of the detected features
(e.g. wall) by using the precision and recall. Based on true-positive (TP),
false-positive (FP), and false-negative (FN), we calculate the recall as
follows:

TP
Precision = ——— 1
recision FP 4+ TD €))]
TP
Recall = N+ 7P @
where:

e TP refers to the area of the detected feature (e.g. wall) that is that
feature (e.g. wall) in the ground truth.

e [P refers to the area of the detected feature that is not a feature
in the ground truth.

® FN is the area that is the feature in the ground truth but is not
detected as a wall by the proposed algorithm.

Finally, the Structural Similarity Index (SSIM) has also been calcu-
lated following the equation 13 of [21]. This is an image quality assess-
ment to compare two images for structural information ranging from 0
(no similarity) to 1 (similar). More details can be found in [21].
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Figure 1: Small building of the Scan-to-BIM Challenge (see Section 3.2). Left-panel: Point
Cloud 12_SmallBuilding 02_F1. Middle-panel: 2D histogram. Outcome from
Sect. Algorithm 1. Right-panel: Floorplan estimation. Outcome from Sect. Al-
gorithm 2 (see Sect. 3.2). Labels: walls (black), doors (purple), and stairs (gold).

4 Results

The proposed methodology presented in Sect. 3 has been applied to
two different cases. They belong to the training set of Scan-to-BIM
dataset. Both have ground truth annotations with three categories:
wall, door and stair.

4.1 Small building

Figure 1 presents the first experiment. Left-panel shows the point cloud
of the first floor of a small building with about 17 million data points.
First of all, note that this point cloud does not follow the Manhattan
layout, i.e. the orientation of the walls of the building does not follow
a horizontal or vertical orientation [6]. Second, the data points do not
have information of the ceiling or floor. Third, the content of clut-
ter or noise is minimal. Therefore, this becomes an excellent study case.

Middle-panel is the outcome of applying the steps described in
Algorithm 1 to the left-panel. It shows the 2D histogram where the
maximum value of H is about Hy,x = 3.5. Right-panel has been
constructed by applying the steps described in Algorithm 2 (see
Sect. 3.2). There, the floorplan estimation of the Small building has been
obtained with label annotations. Doors and stairs are rather difficult
to retrieve.
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Figure 2: Office Lab of the Scan-to-BIM Challenge (see Section 3.2). Left-panel: Point Cloud
12_SmallBuilding_02_F1. Middle-panel: 2D histogram. Outcome from Sect. Al-
gorithm 1. Right-panel: Floorplan estimation. Outcome from Sect. Algorithm 2
(see Sect. 3.2) Labels: walls (black), doors (purple), and stairs (gold).

Besides, considering the definition of precision and recall (see
Sect. 3.3), for the feature wall then: precision= 1 and recall= 0.54
(TP = 11527, FN = 9723 and FP = 0).

4.2 Office Lab

Figure 2 presents the second case. Panel a) shows the Office Lab with
about 120 million points. This case follows the Manhattan layout.
However, it has information of the ceiling. This information needs
to be removed. Therefore, this experiment constitutes a much more
complex case to study.

Following the work of [16]*, we first proceed with an analysis of
height to take out the ceiling as well as the clutter (see sections 3.1
and 3.2 f the mentioned paper). The point cloud is reduced to about six
million points. Afterwards, we continue with the implementation of
our framework. Panel b) shows the 2D histogram. The maximum value
of H is about Hyx = 2.5. Panel c¢) shows the floorplan estimation
accounting for the label-categories. Once again doors and stairs are
rather difficult to retrieve.

As for the metrics defined in Sect. 3.3, for the feature wall then: pre-
cision =1 and recall = 0.43 (TP = 16158, FN = 21853 and FP = 0).

4 Repository available in [22].
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5 Discussion

5.1 Floorplan: Estimation vs. reconstruction

Figures 3 and 4 compare the floorplan estimation for the Small building
and Office Lab, presented in Figs. 1 and 2, with the ground truth.
Table 1 provides statistical insight to our findings. For the Small build-
ing, the ratio between the number of points of the estimated feature
divided by the total number of points of the ground truth of that
feature, i.e. wall, door and stair are: 54%, 40%, and 6%, respectively
(see values in Table 1). Note that the ground truth presents a room
around the coordinate (X,Y) = (578,556) (see Fig. 3 right-panel) that
is not present at all in the original point cloud data (see left-panel
of Fig. 3). This inconsistency is intrinsic to the dataset. Although it
contributes to the discrepancy in our results, it does not explain the
difference altogether.

The ratio for the Office Lab are: 43%, 26% and 4%, respectively. Due
to a class imbalance®, the identification of doors and stairs is limited.
This is a well known issue in the literature, where it is common to
provide floorplans purely based on walls, e.g. [15,16] (see also Sect. 5.2).

In our approach, the FPs are zero for both cases (see Sect. 3).
Thus, the ratio and recall have the same values. The SSIM for the Small
building is 0.91 and for the Office Lab is 0.86 (see Table 1), indicating that
the floorplan estimation and ground truth, at least for walls, are similar.

5.2 Comparison to other methods

State-of-the-art (SOTA) approaches (i.e. computer vision or deep
learning) make use of metrics such as Intersection over Union (IoU),
recall and precision. For instance, the computer vision work of [16]
presents great results in their experiments with a precision and recall
over 90%. Similarly, the deep learning work FloorPP-Net [15] by using
the Scan-to-BIM dataset reported a precision of 7%, recall of 39% and
an IoU of 12% in the floorplan only based on walls (i.e. without

5 data(wall) > data(door) or data(stair).
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Figure 3: Floorplan estimation (left-panel) vs. the ground truth (right-panel) for the Small
building presented in Sect. 4.1 where the walls (black), doors (purple) and stairs
(gold) are shown.
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Figure 4: Floorplan estimation (left-panel) vs. the ground truth (right-panel) of the Office
Lab presented in Sect. 4.2 where the walls (black), doors (purple) and stairs
(gold) are shown.

including information of any other feature such as door or stair).

Computer vision and deep learning are still improving not only in
the automatic detection of walls but also in the detection of doors and
stairs. However, it is important to note, the calculation could take up
to several minutes to compute and often require a special graphical
processing unit (GPU).
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Table 1: Columns 1-4: Number (#) of data points per class category for the floorplan es-

. . . #points Estimation
timation (our method) vs. Ground truth. The ratio (m). Column

5: Result of the Structural Similarity Index (SSIM) between the estimation and
ground truth.

— Wall Door Stair |[SSIM
— (# points) (# points) (# points)| [0,1]
Small building
Estimation 11527 724 4 091
Ground Truth 21250 1791 71 ’
ratio 54 % 40 % 6% -
Office Lab
Estimation 16158 818 100 0.86
Ground Truth 38011 3181 2698 ’
ratio 43 % 26 % 4% —

Comparing this work to SOTA, and by considering that the metric
SSIM can be understood as a proxy of IolU, the results of this work
compare well (see also recall). Besides, it can be seen as an alternative
method to estimate floorplan of buildings. It constitutes a light im-
plementation (i.e. CPU-based), which provides fast and fair floorplan
estimation for the Scan-to-BIM dataset. By virtue of its simplicity, in the
future, its implementation will be extended to other datasets .

6 Conclusion

Based on image processing techniques, we develop an alternative
method to estimate floorplan of buildings in the Scan-to-BIM dataset.
Our method does not aim to replace state-of-the-art approaches, which
are more elaborate and robust. It, however, provides a fair automatic
floorplan estimation, which may lead to the reconstruction of floor-
plans.
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