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1 Introduction

Due to the increasing number of Artificial Intelligence (AI) and Machine Learn-
ing (ML) methods and their applications there is a growing demand to un-
derstand the results of the respective method (e.g. [1] with reference to the
demands in industry 4.0; [2]). While an "explanation component" as in expert
systems would be desirable, for many methods this is not applicable.

Explainability is a major challenge, and accordingly, various concepts and
methods for achieving Explainable AI (xAI) have been developed in recent
years [3], which can be categorized in the taxonomy shown in Fig. 1.

In the stage of explainability, a distinction is made between post-hoc and ante-
hoc procedures [2]. In a post-hoc procedure, an explanation for a solution oc-
curs after training. This is classified as a model-agnostic xAI that applies meth-
ods to make the learning process understandable without the actual model pass-
ing information to the explanation component. One model-agnostic method is
to create a second duplicated model that learns the same data and, upon reach-
ing the same final result, provides information about the basic composition and
influence of different features [4][5][6].
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Figure 1: Taxonomy around the topic area of Explainable AI [3, p. 2246]

If the explanation is part of the algorithm, the explainability is designated as
ante-hoc and is given by design of the algorithm. It is especially suitable for
classical machine learning methods, provided that the models are small and
manageable. This method is also called intrinsic xAI, which is model specific
and already explainable due to its internal structure. The way of learning can
either be transparent (algorithmic transparency), the technical functionality can
be clear (simulability), or the algorithm can be decomposed into its individual
parts (decomposability) [5][7][8].

Explainable AI algorithms also differ in their scope. The scope describes the
area to which the explanation refers. It can refer to the functioning of the
entire model (global xAI) or to the explanation of the background of a specific
decision (local xAI).

In global xAI, the explanation component provides an understanding of the
general functioning, e.g., the influence of different features on the totality of
all decision recommendations. This is used to understand the model and to
validate that the features have the expected impact on the decision.

Local xAI provides explanations of a specific decision. This can be used
to validate the recommendation or to provide decision support for humans
[4][6][9].
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The taxonomy of explanatory methods distinguishes whether the outcome of
an explanation (result) or the operation of an explanatory method is essential
(functioning). The explanations (output) themselves are in turn dependent on
the method used and the objective [3].

In this contribution, the meaning of xAI follows the definition of Arrieta et
al. [5] according to which an xAI can provide details about a model or ex-
planations of its operation that are understandable to a user. An Explainable
AI method for self-organized learning, namely Self-Enforcing Networks (SEN)
is presented. This method can be used to explain and visualize the impact of
a feature on the result. We demonstrate the application of this method to a
real case, namely for the decision on the direction of operations at Frankfurt
Airport, based on weather data. [10].

AI methods in the broadest sense are used in various areas of air traffic manage-
ment. Explainability for the methods used is considered by Degas et al. [11] to
be necessary for a) describing the algorithms or the results (descriptive xAI), b)
predicting the behavior of an algorithm (predictive xAI), or c) detecting errors
or an undesirable behavior of an AI method (prescriptive xAI). Accordingly,
the solution we present is classified in this case to a) by clarifying the result
with a visualization.

The organization of the contribution is as follows: In the next sections, Feature
Importance, the concept of Shapley Values, as well as the application of Feature
Importance at Self-Enforcing Networks are explained in more detail. In section
four, the model of a Self-Enforcing Network as a decision support system
regarding the mode of operation at Frankfurt Airport is presented. Recom-
mendations by SEN are shown, especially the benefits resulting from xAI.

2 Feature Importance as a concept of
Explainable AI

Within the topic area of Explainable AI, various methods and practices exist
that increase the explainability of an algorithm to the user. One of these is
explaining the impact of a model’s features on the outcome. The impact and
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relevance of a feature on the overall model can be referred to as Feature Im-
portance.

Determining Feature Importance can help the user understand the output of
the model and provides him with a basis of information that can be used to
analyze and evaluate a concrete decision recommendation. It can also help the
developer of the model to validate and optimize the functioning of the entire
model.

2.1 The concept of Shapley Values as the basis of Feature
Importance

The calculation of the Feature Importance is based on the concept of Shapley
Values from the cooperative game theory of Lord Shapley [12], according
to which the influence of a player can be computed considering effects by
cooperation and individual performance on the game outcome.

The value that a player contributes to the payoff is called the Shapley Value.
Shapley Values can be attributed four characterizing properties. They follow
the "null player property", are efficient, symmetric, and linear [13].

Null player property. The „null player property“ means that a player with no
share in the final outcome will also get no share in the payoff.

Efficiency. The property of efficiency describes that by mapping the actual
influence of an actor on the result, conclusions can also be made about this
actor.

Symmetry. The property of symmetry indicates that if two players have the
same influence on the outcome, they will have the same Shapley Value. Ac-
cordingly, a player with a larger contribution to it also has a higher Shapley
Value.

Linearity. The property of linearity states that the sum of all Shapley Values
makes up the total influence on the outcome.
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Only if these four properties are true, a value can be called Shapley Value. The
Shapley Value of a player i on the game result can be usually calculated with
the following formula [14]:

Φi(v) = ∑
S:i∈S

|S|!(n−1−|S|)!
n!

(v(S∪{i})− v(S)) (1)

The overall contribution of a player i to a game outcome is calculated by the
sum of all partial influences resulting from coalitions with other players of the
player set S, given n players.

The concept of Shapley Values is already applied to artificial intelligence meth-
ods. A Shapley Value thus explains the contribution of features on the output
of a model and can therefore also be called Feature Importance. This al-
lows a statement to be made about the contribution of a feature in interaction
with other features to the final outcome, e.g., a prediction or classification.
[13][15][16].

3 Feature Importance at Self-Enforcing Networks

The idea of computing Feature Importance based on the concept of Shapley
Values is already used in the context of supervised learning models [15][16][17]
and has now been applied to self-organized learning Self-Enforcing Networks
(SEN).

The identification of Feature Importance for Self-Enforcing Networks can be
categorized as intrinsically explainable Artificial Intelligence due to the struc-
ture and operation of SEN, as shall be demonstrated.

3.1 Self-Enforcing Networks

A Self-Enforcing Network (SEN) is a non-supervised and self-organized learn-
ing network that acquires and orders knowledge according to cognitive theory
learning models [18][19].
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SEN consists of three components: the semantic matrix, the actual neural
network, and the visualizations [cf. 20].

The semantic matrix is the basis of the learning process. It contains the essen-
tial attributes (features) and their degree of membership to an object [18].

As SEN is used as both Machine Learning and Artificial Intelligence method,
the data sets are transferred to the semantic matrix according to the problem. In
the first case, sensor data, image data, business data, etc. are imported into the
semantic matrix, which are learned and ordered according to their similarity.

If SEN is used as a method of AI, frequently so-called reference types are
formed in addition by experts, based on data containing the specifics of the use
case and expert knowledge. This method is used in the following.

The neural network itself is often two-layered and can be designed as a feed-
forward, feed-back, or recurrent network depending on the defined connections
between attributes and reference types [20].

The data can be normalized in SEN binary in the interval of (0,1) or bipolar
in the interval of (-1,1). For each feature, a cue validity factor (cvf) can be
set when building the model. The cue validity factor, following the concept
of cognitive psychologist Eleanor Rosch [21], influences the strength of an
attribute’s effect on activation by the network. The cvf can be determined based
on the relevance of the attribute for the use case [18].

The peculiarity of SEN is that the weight matrix is not randomly generated but
consists of zeros at the beginning.

The Self-Enforcing Rule (SER) i.e. the learning rule used in SEN transforms
the values of the semantic matrix vsm into a weight value between object and
attribute woa with the learning rate c [20]:

woa = c∗ vsm (2)

The learning rate describes how forcefully the network adjusts the weight val-
ues after each learning process. If the cue validity factor of the respective
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attribute cv fa is to be taken into account, the learning rule is extended as
follows:

w(t +1) = w(t)+∆w und (3)

∆w = c∗woa ∗ cv fa

This learning procedure makes it possible to reconstruct the results at any time
[cf. 18].

Seven activation functions are available in SEN; for the model shown here, the
Enforcing Activation Function (EAF) has been proven to be effective [24]:

a j =
n

∑
i=1

wi j ∗a j

1+ |wi j ∗a j|
(4)

SEN transfers the information of the semantic matrix to the network via the
learning rule. After the learning process, the data are ordered according to their
similarity: The more alike the data are, the closer they are represented to one
another in the so-called map visualization. When new data are presented after
the learning process, the activation values indicate the strength of the similarity
of the input data to the reference types. The higher the final activations are, the
more similar the input data are to the reference types. In addition, the Euclidean
distances of the input data to the reference types are also displayed, indicating
their similarity by the smallest distance.

3.2 Intrinsic Explainability at Self-Enforcing Networks

The individual activation values of the attributes are extracted from SEN to
directly obtain the Feature Importance, or Shapley Values, which are subse-
quently visualized. The retrieved values are the individual activations of the
attributes and indicate the final activation of the input vector set to a reference
type when added together.

The properties "null player property", efficiency, symmetry and linearity of
Shapley Values are given, since on the one hand the individual values are
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extracted and on the other hand, the added values constitute the total activation
value. Thus, these can be defined and considered as Feature Importance.

This results from the SEN’s mode of operation, which is that the weight values
directly reflect the importance of the individual attributes in the reference types,
and thus the activation values of the individual attributes have the correspond-
ing effects on the final result.

3.3 Visual representation of Feature Importance as Local
Explainable AI

The Feature Importance of Self-Enforcing Networks can be displayed visually
to provide the end user with easy access to the values. Either the Feature
Importance of the entire model (global xAI) or the Feature Importance of a
specific decision (local xAI) can be displayed.

In outlining the influences of a specific recommendation by SEN, the represen-
tations listed below are suitable.

The absolute Feature Importance of the input dataset and the classified ref-
erence type can be displayed side by side. This allows a quick view of the
differences in the activation values of the individual features between the input
vector and the reference type (Fig. 2).

In SEN, the output is the reference type that has the highest activation, or the
smallest distance, with respect to the new input vector. By applying Feature
Importance, the activation is calculated for each individual attribute. After-
wards these can be compared.

In this representation, the bars indicate the absolute Feature Importance of the
input vector (gray) and reference type (red). The size of the bars describes the
influence of the feature on the total activation value. A bar below the x-axis
means negative activation, a bar close to the x-axis means weak activation, a
high bar means strong activation.

Another possible representation is the difference between input vector and
classified reference type (Fig. 3). For this purpose, the difference in Feature
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Figure 2: Exemplary absolute feature values of the activation of an input vector and of a reference
type by a bipolar normalization.

Figure 3: Exemplary difference between input vector and classified reference type.

Importance between the input vector and the classified reference type is cal-
culated and displayed. This representation allows an even easier comparison
of the differences and deviations between the Feature Importance of the input
vector and the classified reference type.

In this plot, the classified reference type is located on the x-axis. The bars
describe the differences between Feature Importance of the input vector and
the classified reference type with respect to the individual activation values. A
bar below the x-axis means a weaker feature importance, a bar close to the axis
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of the classified reference type means a small difference to it, a high bar means
a large deviation between input vector and the classified reference type.

In addition to the visualizations presented, further visualizations related to
reference types that are not classified but preferred by experts can also be
created in case the expert would have made a different decision than the SEN.
Both visualizations provide the expert with a basis for decision-making.

4 Use case of the selection of the operating
direction at Frankfurt Airport

The determination of the Feature Importance is presented as an example for
the recommendation of the operating direction at Frankfurt Airport.

4.1 Description of the use case

Frankfurt Airport has four runways (Fig. 4). Three of them are on a parallel
runway system aligned with the compass heading of 250° and 70°, with oper-
ating directions designated 25 and 07. Runway West, with a compass heading
of 180° and the designation 18, lies nearly orthogonal to the parallel runway
system. This runway can only be used for takeoff in one given direction [22].

Figure 4: Own representation of the runways at Frankfurt Airport according to [25, p. 376].
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The runways on the parallel runway system are each used in the direction
specified by air traffic control [23].

The decision on the direction of operations is made by air traffic control on the
basis of the current conditions, in particular on the basis of the prevailing wind
direction and strength. For this purpose, air traffic control has, among other
things, weather forecasts on the wind development, measurements of the wind
conditions at the airport near the ground and information from the pilots on the
wind conditions during landing [24].

The design of the weather forecast is defined worldwide by the regulations of
Annex 3 of the International Civil Aviation Organization (2018). As Terminal
Aerodrome Forecast (TAF), the forecasts for wind direction and wind speed,
visibility, cloud cover and significant weather phenomena are provided for
international airports [24].

Since wind conditions in Central Europe can change rapidly within a short
period of time, air traffic control must monitor weather forecasts for the next
few hours at all times and continuously review decisions made regarding the
direction of the runway [25].

The choice of operating direction is a major challenge for air traffic control
because, on the one hand, the safety of crew and passengers must be ensured at
all times and, on the other hand, the decision to change the operating direction
involves considerable effort and delays, so it must be very well justified [23].

Furthermore, such a decision to change the direction of operations requires a
certain lead time in order to be able to coordinate the actual implementation at
the airport. Especially in situations with weak winds, the available information
is not very meaningful, which complicates the decision of air traffic control
[23][24].

The use of a computer-based decision support system can remedy this situation
and validate or automate the decision through a second assessment.

In cooperation between the department of aviation meteorology of Deutscher
Wetterdienst (the National Weather Service of Germany), which among other
things provides the weather forecasts for Frankfurt Airport, and the research
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Figure 5: Recommendation on the direction of operation by SEN [23]

group CoBASC, such a decision support system for Frankfurt Airport was de-
veloped. The SEN has as parameter settings the Enforcing Activation Function
(EAF) a learning rate of 0.5 and 4 learning steps.

Based on the predicted wind conditions, it gives a recommendation for the op-
timal operating direction to the available weather forecasts. The SEN thus pro-
vides a recommendation of whether and when the operating direction should
be changed [23].

To simplify and test the first model, the focus was initially placed on the parallel
runway system with runway directions 07 and 25. The decision for or against
Runway West with runway direction 18 was not initially integrated into the
model. To briefly illustrate how SEN works, an example of a recommendation
by SEN based on the weather forecast is shown in Fig. 5. At 05:00 UTC, SEN
recommends to change the operating direction to direction 25.

Since the recommendations by SEN follow the same trend as those of the
controllers, SEN is suitable to serve as a decision support system for Air Traffic
Control [23].

4.2 Data of the use case

Air traffic control at Frankfurt Airport uses weather forecasts from the COSMO-
DE Ensemble Prediction System (COSMO-DE-EPS), which is provided by the
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German Weather Service. As an ensemble forecast model, it provides a total of
20 possible weather forecasts. Uncertainties and probabilities for the forecasts
can be expressed by the 20 ensemble members.

For the model in SEN, the path-parallel wind components were calculated at
11 measurement points, meaning the wind strengths and directions aligned
with compass degrees 70° and 250°, respectively (Fig. 6). The calculated
path-parallel wind component thus provides information on the strength of the
headwind and tailwind in knots for aircraft taking off and landing on the glide
path. The glide path is the path that aircrafts follow when using the runway.

To represent the uncertainty of the forecasts in SEN, the path-parallel wind
component at the 11 measurement points was calculated for all 20 ensemble
members. The ensemble members were then used to calculate the quantiles
at each of the points with thresholds of 10%, 25%, 50%, 75%, and 90% [24].
Thus, each dataset has five wind components for each of the 11 measurement
points, making a total of 55 features in SEN [23]. The cue validity factor was
set in SEN per feature as a function of the quantiles and the distance to the
runway.

The geographic location of the reference points is shown in Fig. 7.

Figure 6: Own model, not to scale, representation of the glide path and the 11 measuring points of
runway direction 07 and 25 at Frankfurt Airport based on [24, p. 232].
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Figure 7: Geographical location of the measurement points [24, p.232].

4.3 Determination of the Local Feature Importance of the
use case

The decision to change the direction of operation involves considerable effort
as well as delays and must be well justified. An explanation component is of
substantial benefit, especially when wind conditions do not permit an immedi-
ate and unambiguous decision.

Since a representation of the 55 features in a visualization would appear un-
manageable, it was decided specifically for this use case to add the individual
activation values of the five calculated quantiles per measuring point and thus
to obtain an activation at the 11 measuring points.

Fig. 8 shows the absolute Feature Importance of reference type ’Direction 07’.
The Feature Importance of the measurement points is arranged according to
the positioning on the glide path for greater clarity and, when viewed together,
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Figure 8: Visualization of the Feature Importance for reference type ’Direction 07’ with a model-
like, not to scale representation of the measuring points on the glide path at Frankfurt
Airport following Zinkhan [24].

allows direct conclusions to be drawn about the wind conditions at the various
heights of the glide path.

To visualize the Feature Importance for the use case, the data of "case 1" from
[23] is used and analyzed with respect to their Feature Importance. For each
of these 9 recommendations between 03:00 UTC and 11:00 UTC, the Feature
Importance can be read out to analyze the decision recommendation in more
detail. The Feature Importance of the decision at 09:00 UTC is analyzed in
depth below.

In Fig. 9 the input vector 09:00 UTC was classified as ’Direction 25’. The
Feature Importance with respect to this classification is shown in Fig. 10 as
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Figure 9: Visualization of the recommendation on the direction of operation by SEN from case 1
at 09:00 UTC [24].

Figure 10: Feature Importance of 09:00 UTC regarding ‘Direction 25’

absolute value and as difference to the Feature Importance of the reference
type ’Direction 25’.

Both plots indicate that for input vector 09:00 UTC, the high-altitude winds
have a higher activation than those of the reference type. The ground winds,
on the other hand, have a lower influence on the final activation.

The final activation of 2.93 of the input vector can be broken down by this visu-
alization and gives experts the opportunity to analyze the classification and the
differences to the feature influences on the final result in more detail. Decision
support systems, such as this one, thus take on greater meaningfulness.

252 Proc. 32. Workshop Computational Intelligence, Berlin, 01.-02.12.2022



5 Conclusion and further work

In this contribution, we have shown how Feature Importance can be applied
to self-organized learning networks. The architecture and learning procedures
of SEN fulfill the properties of Shapley Values. Feature Importance can be
read directly by decomposing a vector into its individual components (individ-
ual attributes) without additional calculations; thus, SEN can be classified as
intrinsic xAI.

The knowledge gained will be integrated into a follow-up project in which
weather forecasts are to be improved by using large amounts of data. Since a
reference type consists of almost 2,000,000 data points, it is of great impor-
tance for decision makers to know which features are decisive for the decision
of a runway.

With the developed method, there is no loss of performance in determining
Feature Importance, but the number of features must be reduced. One possi-
bility is for the experts themselves to determine which features are relevant to
them and should be displayed.
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